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Abstract

Global warming and global pollution can consequence in many severe changes to the
environment, ultimately challenging environmental problems and impacting human health.
Human activities that result in an electronic-based population are the primary causes of the
sharp rise in waste, particularly battery waste. Massive releases of heavy metals from battery
waste impact health and ecosystems as a whole. Hence there is need to work on battery lifecycle
and its affecting measuring factors. However, there are many challenges to enhance the

lifecycle of battery and to sustain environmental balance.

Machine learning is a form of artificial intelligence that is fundamentally present in
almost every area of our lives. It increased automation and increased productivity. This
research article provides an overview of exemplary research efforts for efficient Machine
Learning-based Battery Management Systems (BMS) to improve battery life cycles and
address their measurement factors in the context of ecological development. This article
covers thedesign and synthesis of battery materials along with recent advances in the field of
machine learning Furthermore, this review article also covers future lines of potential

research and development directions for Machine Learning techniques like clustering and

regression in theprocess of determining battery lifetime.
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Introduction

The world's climate has deteriorated sharply in recent decades due to rapid increases in
global temperatures caused by conventional energy sources and CO;-emitting fossil fuel
vehicles. It emphasizes the effects on food security, land and marine ecosystems, migration
and displacement, and socioeconomic development. Energy storage system research and
development have been initiated by this. Lithium-ion (Li-Ion) has emerged as one of the most
relevant and widely used solutions in the development of energy storage devices, widely used
in low-power portable electronic devices, electric vehicle power supplies, and grid-scale
cenergy storage [1]. One of the most significant pieces of technology that has transformed the
portable electronics and electric vehicle sectors today is Li-ion batteries. The most important
characteristics of lithium-ion batteries include safety, long life, low self- discharge, high

energy density, and high power density, and high-power density, which make it superior to

other battery types like lead-acid and sodjum sulfur (NaS) [2). Lithium-ion batteries are the

most widely used power batteries dye to their obvious advantages of high voltage, low self-

discharge rate, long life and high safety performance. Lithium-ion batteries are considered the

most promising energy source due to their large capacity and high energy density [3]. The

main power source of new energy vehicles, Li-ion Batteries, has a long history of use in the

automotive, aviation, and other industrial sectors (4]. Rechargeable battery use in electric

vehicle applications has grown in popularity recently [5) Consequently, a recent study has

revealed a 168% spike in Electric vehicles sales in India in 2021 compared 1o 2020 [6). The
adoption of electric and alternative fuel vehicles has undoubtedly risen due to increased
understanding of their economic and environmental advantages, and this will also help the

nation reach its goal of net zero emissjons,

Although the energy density, power density, and C-rate of lithium-ion (Borah et al.,
2020) batteries have improved significantly, nonlinear charge capacity and accelerated
degradation rates remain concerns. Therefore, to overcome the inherent limitations of lithjum-
ion batteries, a self-adjusting Battery Management System (BMS) that accounts for measured
factors such as sulfation and voltage limitation is required. To maximize battery performance,
the correct operating state of the battery, including battery state of health (SOH) and state of
charge (SOC), must be monitored and ensured [7-9]. For example, for electric vehicles, SOH

is the odometer, and SOC is the fuel gauge for gasoline vehicles. Anticipating and working

— with measurement factors can help extend battery life. Moreover, accurate estimation of SOH
‘ and SO&can prevent battery overcharging and overheating, thus extending battery life [10].
\;:5ﬁ

However, it cannot be measured directly with electrical equipment. A controlled discharge test

C / .
824

7
'
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remaining or measurements of related physical parameters can be used to determine the SOH
of the battery. SOH and SOC are predicted using ‘nformation about the battery load current
and terminal voltage. There are many methods of estimating SOC and SOH, each with its own

strengths and weaknesses (1 1].

For large lithium batteries, knowing the SOC is extremely vital. Because lithium is the
most chemically reactive of all commonly used cell chemistries, electronic battery management
systems (BMS) is the only one required. One of the main tasks of BMS is SOC control [12].
Moreover, in automotive applications, one of the main uses of large lithium batteries, he needs
to control the SOC very precisely in order to manage the energy flow effectively and safely. A
battery's SOC indicates how much charge is currently available and varies according to the
amount of load current drawn from the battery. Data-driven approaches can be further divided
into two techniques: model-based methods and methods that measure SOC directly [13]. OCV-

SOC has a flat curve and requires a relaxation time between two periodic measurements to get
an accurate SOC [13]. OCV-SOC has a flat curve and it requires relaxation times to pass
between two cyclic measurements in order to yield accurate SOC.

Adaptive techniques for SOC estimation include techniques such as Kalman Filter
(KF), Fuzzy Logic (FL), Support Vector Machine (SVM), and Machine Learning [14-17].
Although the Kalman filter is the most well-known of them, this research article underlines the

importance of Machine Learning methods.

1.1 Battery

A battery is a collection of electrochemical cells that power electrical equipment.
Batteries continuously convert chemical energy into electrical energy and must be properly

maintained for optimum. A soiled battery may discharge through the muck on its top case.

1D to. <,
pUIPN'A."Sf \
n75/70! !

2 1AV




Empirical Economics Letters, 22 (2): (August 2023 ) ISSN 1681 8997

—_—
g Sl
~r
e ?
- § Li-ion |
S S {
= S .‘
g | & |
5 | E |
=
=)
o o |
& % ‘
]
(= « |
= 1
= = |
=] ) : |
S é Lighter Weight ;
= = - _
-
o
-
o ) Specific Energy Deusity (Wlvkg) B B
0 50 — 100 150 _ 200 250

Figure 1: Different types of battery showing Li-ion batteries are ahead of most other
battery types in these respects [Roberta Dileo, Rochester Institute of Technology- Clean Energy
Institute].

Electrolyte, negative and positive electrodes, and battery case make up a battery, At the
two spatially separated electrodes, chemical processes occur, and an external conducting circuit
connecting the electrodes can provide electrical power. Electrolytes don't have much electronic
transport and conduct electricity by the movement of ions. lons and electrons are both carried
by electrodes. The batteries can be raised in voltage to achieve connected in series with others,
and it is required to link them in parallel to increase capacity. Primary batteries, rechargeable
batteries, and fuel cells are the three main types of batteries [18]. One or both of the electrode
reactions in a main battery are irreversible, making it impossible to recharge the battery.

The electrochemical reactions in a secondary battery can be turned around, allowing the
battery to be recharged hundreds or even thousands of times. Reactants are continuously
delivered into a fuel cell from the outside.

In addition to battery usage, we use a management system with special monitoring
features such as charge management mechanisms and temperature control to prevent health,
safety and property risks. These systems use merit-based metrics to control battery
pcﬂ'.o—n?ance. The performance and condition of the battery are estimated using data such the
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state-of-health (SOH) and state-of-charge (SOC) [19]. In this review article, we suggest a
clever way to research the above-mentioned factors utilizing a data-driven methodology. To
estimate these values, we propose a machine learning method that separates the important
features from the discharge curve. Knowledge can be extracted from complex data without
relying on previous underlying relationships between data variables [20]. Numerous

simulations have been proposed to assess how well the suggested approach performs in various

currents and temperatures.

1.2 What is Al and ML?

Machine learning is an application of artificial intelligence. Machine learning enables
a wide variety of software applications to predict outputs without being explicitly programmed.
Machine learning algorithms build models based on sample data as training data and can make
predictions and decisions without being explicitly programmed [21-22]. Al is central to the
development of modern robotics [23] autonomous driving [24] and smart grids [25). Artificial
Intelligence (AI) and its branch of production, known as Machine Learning (ML), is an
excitingprospect that will bring about major changes in battery research and development [26]

and how to overcome major issues while dealing with large number of data and factors.

Figure 2: Al and the various areas revolving around them and affecting measuring

factors
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Machine Learning algorithms are used in many applications, such as computer vision
and email filtering, where traditional algorithms fail to do what is expected. Computers learn

from the information you give them to perform specific tasks. Machine Leamning evolved
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Figure 3: Research in Machine Leaming RUL estimation by country

New approaches to predict battery degradation include supervised and unsupervised algorithms

such as probability estimation such as time series analysis, SVM, ANN, and regression, The

most common are based on probabilistic estimation,
L.2.1 Introduction to Machine Learning

Machine learning (M L) algorithms can extract knowledge from very large and complex

dmc;_s _Without relying on previous underlying relationships between datg variables. This
I ‘ /A\ﬂ;d}ﬂﬁmvides insight on the Machine Leamning domain and jts methodology for analyzing and

) qrg&,%ﬁng batlé\kf'-aﬂecting factors. However, Machine Leaming models are built on
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Statistical concepts. They are classified into four learning theories: regression, rule extraction,
clustering, and classification, each of those including several algorithms [27]. In this article,
we are emphasizing Machine Leaming paradigms also known as Supervised Predictive
Leamning Models (SPLM). Starting with very simple regression techniques, we applied more
advanced clustering and classification algorithms to validate battery-related issues.

In order to predict the potentially non-linear correlations between the most important
battery-related elements, various SPLM are being investigated more and more. The benefit of
SPLM is that they are more flexible and make fewer, if any, assumptions about the input
variables, making them better equipped to interpret outliers, noisy data, or missing data. Battery
issues are analyzed using mathematical and/or statistical models and predictions are made after
a general understanding of the data. The main difference between SPLM and statistical models
is that SPLM aims to understand the structure of data and fit theoretical distributions to well-
understood facts. Statistical models, by contrast, have mathematically backed theories, but also

require data that adhere to a rigorous set of assumptions.
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Figure 4: Machine Learning Algorithm Classification

Considering the employment of sensors in future work, SPLM was £

research study not only for its effective data handling, but also for the algorit electibn atid
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data collecting quality. Additionally, it can be applied to applications that
recognition and prediction. According on the type of the provided input, ML tec

typically split into threediverse categories as follows:
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1.2.1.1 Supervised Learning

It is a method of completing a task by giving the systems training, input, and output

patterns. Figure 4 shows supervised learning algorithms that were taught using labelled data,
In supervised learning, the model receives in

items with Comparable structural trajts, Classification, decision-making, and regression are

dimensionality reduction.

In unsupervised learning, a machine cannot be taught the “correct

answer”. This works
well with transactiona] data. For example, the study can identify battery

factors with Similar

nearest neighbor mapping, self-
singular value decomposition, and k-

algorithms are used for article recommendation,
@ ‘\
e ’/i‘denuﬁcanon.

means clustering. All of these
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1.2.1.3 Reinforcement Learning

In this type of learning, a computer program interacts with an active environment in
which certain goals must be achieved. As you traverse, the computer program gives you

reward-like feedback. The program also tries to maximize the rewards given.

1.2.2 Artificial Neural Network

The functioning of biological neurons acts as the inspiration for the Artificial Neural
Network (ANN). They are computing models originated by an animal’s central nervous
systems. ANNSs, one type of ML model, nowadays are competing with traditional statistical
and regression models in terms of utility [28]. It is a processing architecture based on how the
human brain presents information and is able to learn and adapt. They are mainly used to
address classification, prediction, classification, and optimization problems. Mathematical
representations of biological neurons, known as perceptron, are grouped into nodes and
connected by weight vectors (simply weights) to form ANNSs. By continuously adjusting the
weights between nodes based on the flow of information through the network throughout the
training phase, ANNs can model all real-world data variability. ANNs are ideal for modeling
complex interactions between inputs and outputs, and their ability to learn and adapt makes

them particularly effective tools for modeling nonlinear statistical data.

To model the Li-ion battery effectively and online in order to estimate the State of
Charge (SoC). Experimental data can be used to train both artificial neural networks (ANNs)
in offline mode. To predict SoC, a Feed Forward Neural Networks (FFNN) network uses a
nonlinear autoregressive model with an eXogenous Input (NARX) network to determine the

required battery voltage. Simulation results for this method show good accuracy and fast

convergence.

Estimating battery State of Charge (SoC) is a difficult process that requires inference
rather than direct measurement. Most applications today use temperature monitoring along
with voltage and current measurements at the battery terminals to view the battery from the
outside. These signals can be used to estimate his SoC using various existing approaches, as

described in recent publications [29-32]. Artificial Neural Networks (AD

investigated in many research projects 1o connect acoustic signatures to
cells for SoC estimation. Some research has shown that the process of(fr
regression models is streamlined because the full waveform can be pro

selecting features.
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By applying a feed-forward neural network regression model, acoustic sienatures
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xperimentally from a 210 mAh LCO (LiCoO2) pouch cel jng -CV
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onstant Current-Constant Voltage) cycling have been used to carry out SoC inference [33]-

Elias Galionas et al. The following differentdata structures were considered: the complete

signal waveform, waveform features selected based on the Pearson correlation threshold for

SoC, and the lowest frequency Fourier coefficient magnitude of 15%, the first three types of

waveform information.

This paper states that a moderately sized FFNN can be perfectly trained on acoustic
waveforms without the need for feature selection. A mean absolute estimation error close to
1% was achieved with this method, demonstrating its potential for use in a simplified
workflow. While using a reduced input vector of time-domain features chosen based on
statistical significance, the SoC estimates obtained by the filtered data construction are of
comparable accuracy. They provide an effective, formal, and reliable dimensionality reduction
method for applications where computational cconomy is paramount. The frequency domain
setup offers the best accuracy with a mean absolute error of 0.75%. Importantly, all data
structures are generated with very high accuracy using only acoustic information without the
aid of voltage or temperature measurements. This demonstrates the potential of the acoustic
method for use as a standalone SoC estimation method in operando with obvious security and
reliability advantages. There are also new applications for failure detection of corresponding
voltage sensors and online evaluation of voltage SoC mapping by comparison with acoustic

SoC estimation.

\

Furthermore, method which was analyzed in this study and proposed by Elias Galiounas
and et'al. tested on data sets containing numerous cells, where bigger changes in operation

' iempcrature“; nd innate electrochemical stiffness may provide additional difficulties. Hence,

o the &Sca?’ article states that machine learning strategies using FFNNs are likely to be the
7, WO v /
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Hybrid techniques have recently been developed to increase estimation accuracy. Wei [34]developed
a hybrid technique based on ANN and UKF for SoC estimate. Based on the current, voltage, and
temperature measurements performed by the ANN, the state of charge ofthe SoC can be calculated. To
reduce the ANN error, we can apply an unscented Kalman filter. [35] performed SoC estimation using
Radial Basic Neural Network and Extended Kalman Filter (EKF). The combined model has the best
performance in terms of estimation accuracy with an error of less than 1%, but the analytical
linearization of the EKF introduces numericalproblems in the Jacobian computation of the model. As a
result, this work proposed to treat thebattery model as a black box and use a NARX model (a nonlinear
autoregressive model with eXogenous inputs). Then compute the SoC using a second feed forward

neural network.

New battery models for SoC estimation have been proposed in several articles. Some
researchers use dynamic battery models to predict his SoC. W. He's work [34] considers the
effect of temperature and his SoC on the battery model. The battery was charged from 0% to
100% and discharged from 100% to 0%. Therefore, the solid curve is taken to represent the
experimental His SoC. The integration error was minimal if the current sensor was accurately

calibrated.

The paper proposed an ANN-based SoC estimation system for lithium-ion batteries.
ANN is of type FFNN and NARX. NARX was trained offline to find the appropriate model
needed by the FFNN to compute the SoC of the battery. The entire experimental database for
this study was obtained from the NASA Prognostic Center of Excellence website. Simulation
results of the proposed estimator showed good accuracy and fast convergence to the
experimental variables, regardless of the loading conditions. The proposed model can be

applied to many secondary batteries.

By following above, it is essential to explore a few issues with the suggested model.
Calculating SoC for each cell is important to apply this approach to a battery pack. Batteries
are employed in a variety of environmental settings. As a result, the database utilized to create

any model must consider to every conceivable operation scenario.

1.3 Materials Design and Synthesis

The design and synthesis of battery materials are combined with \

machine learning. Section 1.3.1 first provides a briefoverview of recent ini

N 27
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suitable material descriptors. This typically represents the first hurdle to implementing a
practical and accurate machine learning model. We then present some examples of how
machine learning-based research is accelerating the screening and prediction of new battery

materials with specific desirable properties.

Section 1.3.2 discusses how machine learning algorithms can help handle more
complex chemistries, longer length and time scales, and multiscale modeling, thereby
opening up new possibilities for materials simulation. Subsection 1.3.3 discusses the creation
of new materials, especially those arising from using artificial intelligence to efficiently
organize experiments and exhaustively render chemical and physical spaces in conventional
spaces with high-throughput methods. Describes how to solve the combinatorial explosion
problem. (HT). In this context, we show how ML algorithms can be used to discover
relationships between variables and predict outcomes for new tests. In subsection 1.3.4, we
present our thoughts on applying artificial intelligence/machine learning to materials design

and synthesis while outlining some of the major hurdles ahead.

1.3.1. Discovery of Materials

Finding new active electrode and electrolyte materials for next-gencration batteries is
the goal of current technology in this regard, often combining HT screening with machine
learning. Typical machine learning techniques include decision trees, support vector

machines, and artificial neural networks.

Machine learning approaches are used to discover complex nonlinear correlations
between large numbers of variables based on the use of high-fidelity data. This data comes
from physics-based simulations, experiments, or both. Ultimately, this helps classify materials

with comparable properties or predict desirable properties for new materials.

Propertics like discharge capacity, volume change, capacity retention, voltage profile,
etc. are frequently of interest in the case of active electrode materials. The current invention
relates to active electrode materials and manufacturing processes for them. These substances
are valuable as active electrode components for Li-ion or sodium-ion batteries, such as anode
components for Li-ion batteries [36]. The search for inorganic solid ionic conductors with

‘ 'lFuEh\Ihxc conductivity and favorable mechanical properties is currently the focus of

N, \
electrolytes,

[ . )
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The first obvious obstacle to establishing any Machine Learning model is the lack of
sufficient, trustworthy training data. Training a model with the data that is already available
and evaluating its classification performance using newly gathered data or a different dataset
are both reliable methods for validating the performance of ML models [37]. Data quality is
important, and dataset size has a large impact on accuracy. It's also important to thoroughly
sanitize your data. Also, this data will not cause any errors during the training process. Errors
can affect model performance later. Therefore, curation is essential and a must for building
an accurate database that is as objective as feasible, regardless of the data source [38-39].
High-quality data implies that the simulation must successfully replicate the goal property in
the real world (high fidelity). High-fidelity data, however, is typically hard to come by
because it is expensive to acquire. Moreover, despite the tendency of scientists to primarily
report on the best materials in the literature, it is common practice to enter unconvincing
materials or failed experiments into databases in order to improve training sets. requirements.
The underlying mathematical description of different compounds must be accurate enough to
allow comparison of different structures and chemistries across huge data sets, another of the
machine learning approaches applied to materials science. An important factor. The
difficulties that arise when big data and Machine Learning are combined with materials
science have received a lot of attention [40]. The choice of acceptable descriptors that result
in sufficiently exact predictions of the intended target property is a crucial hurdle when using
Machine Learning modelsto a materials science problem [41]. In reality, a given ML model's

prediction performance is frequently decreased by subpar descriptions unrelated to the target

features.

It is also crucial to note that the field of Artificial Intelligence-aided materials discovery

is expanding quickly and hasa number of promising future research directions. Inverse design

is one of them, and it helps hasten the search for ultra-high-performance batteries. A major

European research initiative, Battery 2030+, recently identified the establishment of the

Battery Interface Genome (BIG) and Materials Acceleration Platform (MAP) as key

milestones to accelerate the discovery of ultra-high performance batteries. bottom [44].

Initiatives in this direction include the MAP and the so-called BIG [42]. A deep generative -
d as a deep neural network.
distribution [43]. Bl

new data with ta

model is essentially a generative model specifie
generative modeling is to learn the underlying data

the use of deep generative models that can generate

13
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especially high- power output of batteries by merging data from different experimental

\

\

\

approaches and simulation methods. Allows reverse design of the mesophase.
1.3.2. Active Electrode Materials

Input factors include firing temperature, Nj content, primary particle size, coating
material, and cleaning conditions. The initial variables were initial capacity, cycle life, and
amount of Li remaining after synthesis. According to the authors' evaluation of various

machine learning models (ANN, RF, LR, k-NN, SVM, and DT), the highly randomized tree

in this case were initia] discharge capacity and coulombic efficiency, and the input factors in

this case were composition, synthesis process, Li and transition metal sources, Li excess,

temperature, calcination and sintering time. Key factors affecting custom properties such as:

B. Specific processing settings, Li excess, or Li to transition metal ratios can be identified

by machine learning analysis.

In order to avoid unworkable Edisonian-style experiments that ajm to cut down on
human effort and research expenditure, machine learning (ML) has received enormouys
interest [46]. For instance, Sendek et al. [47] screened approximately 12,000 innovative soliq
Li superionic conductors for all-solid-state LiB using logistic regression.

Wang et al. for the purpose of designing stress-relaxed structures, lattice constants
calculated using density functional theory (DFT) of fully lithiated and delithiated structures
were used to study spinels and layered oxides. A partial least squares (PLS) model was
developed to predict the volume change rate [48). They found that the radius of the transition
metal ion and the distortion of the transition metal octahedron are the most important
variables for accurately predicting the volume change. Joshi et al. Focused on predicting
voltage profiles for a wide range of active electrode materials for Li, Mg, Ca, Al, Zn, ang Y-
ion batteries using DFT-calculated voltages contained in the Materials Project Database
(MP) [49]. An asymmetrical three-dimensional structural arrangement of ions, atoms, and
molecules to form a unit cell is called a crystal lattice. The type of crystal lattice s determined
by-thesubstantial and distinctive geometrical shape of a unit cell. The type of crystal lattice

and other gléﬁntal characteristics of the atomic constituents in each specific compound
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were among the descriptors of the materials that were taken into consideration. Some non-
toxic and relatively common in comparison to lithium, multivalent and monovalent metals,
including as magnesium, zinc, and aluminium, are thought of as substitute guest ions for Li-
ion, leading to the development of several new battery systems. Their inability to
accommodate alkalis with large radius (Na+, K+) or multivalent ions with strong
electrostatic repulsions (Mg2+, Zn2+, Al3+) has been the main barrier to their wide-scale
deployment [50). Considering known Li-based active electrode materials that have not yet

been proposed for other chemistries, this work helped identify potential new electrode

materials for Na and K ion batteries.

To support the search for organic electrode materials, Allam et al. created a DFT-
based database of a compiled collection of various organic compounds [51]. In his ANN-
based prediction of redox potential, the author considered both calculated electronic
properties and optimized geometric data as input variables. The following 10 main input
variables were discovered by the authors using linear correlation analysis based on
calculation of Pearson correlation coefficients: electron affinity, highest occupied molecular
orbital (HOMO), lowest unoccupied molecular orbital (LUMO), HOMO-LUMO gap,
number of H, C, B, O, Li atoms and aromatic rings in the molecule. Examining compounds
that were not part of the training set, the method showed excellent ability to predict accurate

redox potentials with respect to DFT calculations.

Additionally, machine learning can be used to classify datasets into specific
classifications using supervised learning. Logistic regression is a supervised machine
learning algorithm used for classification purposes [52]. Here, Attarian Shandiz and et al.
analyzed data from the Materials Project and a number of methods like ANN, SVM, k-NN,
RF, ERT and LDA to determine Crystal systems (monoclinic, orthorhombic, and triclinic)

of lithium-ion silicate-based cathodes containing Mn, Fe, and Co [53].

From above, the authors conclude that crystal volume, number of sites, formation
energy, over-cladding energy, and bandgap are the most important descriptors, with HF and

ERT classifiers producing the lowest overall errors. showed.

1.3.3. Solid Electrolytes

\'$
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[18] by Arun Patil and et al. reviewed recent material developments of fast solid Li-ion
conductors. The paper states that glassy solid electrolytes have great potential for various
electrochemical applications, the most important of which is solid-state batteries. Especially
in the field of solid electrolytes, screening of battery materials using machine learning models
is active. One of his earliest research projects proposed a new olivine-type oxide solid
electrolyte with low jonic conductivity in 2012 by combining computer data with his PLS
analysis [55]. In particular, scientists used the nudged Elastic Band (NEB) approach to
calculate the DFT Lij+ transfer energies for various ordered LiMXO#4 structures within the
M2+X5+ and M3+X4+ main group pairs. As a result of predicting the existence of materials
with Li+ migration energies below 0.3 eV, several innovative compositions have been
Proposed including MgAs, ScGe, InGe, and MgP as well as AlX, GaX, InX, and CaX pairs
more generally. Jalem et al. also explored tavorite-type LiMTO4F (with M3+T5+ and
M2+T6+ pairings) solid electrolytes using an ANN model as an altenative [56] Low
migration energies were predicted for certain compositions, such as LiMgSeO4F,
LiMgSO4F, or LiGaPO4F. Scientists have sometimes used bond valence field (BVFF)-based
calculations rather than DFT to Create computational databases. BVFF-based computations
are significantly less computationally intensive than DFT, making it easier 1o filter large
amounts of data at once [57]. In contrast, Kireeva and Pervov took jnto account a wide range

of experimental informatjon about garnet-type oxide solid electrolytes.

The authors focused on predicting the ionic conductivity of Compounds of general
formula A3B2 (X04)3 using the SVM model. Fujimura et al. used the SVM approach to

directly evaluate the jonic conductivity of Li§cAaBbO4 LISICONs by merging theoretical
and experimental data sets [58].

The desired property for each of the research previously mentioned is jon mobility
(migration energies or conductivities). Among the reported accidents, an internal short circuit
due to lithium dendrite formation was one of the causes of battery failure [59]. However, the
prevention of dendrite formatjon must also be considered when choosing a suitable solid
clectrolyte. Ahmad et al, performed a DFT-based computer-aided screen to evaluate the
potential of thousands of inorganic solids to suppress dendrite initiation when in contact with
lithium metal [60]. To achieve this, the authors used the calculated shear and mass modulus
and ¢lastic constants to train CGCNN (Crystal Graph Convolutional Neural Network) and
KRR:m :de‘ . They found that soft and highly anisotropic materials with high mass densities,
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Li ratios and sublattice-bound ionicity are the most effective ways to inhibit dendrite

formation.

1.3.4. Liquid Electrolytes

All-solid-state lithium batteries have advantages such as flexibility in cell design,
resistance to electrolyte leakage, and high safety. As a result, some efforts have been made so
far to increase the ionic conductivity of solids, especially considering their potential use under
ambient conditions [1 x 10-3 Scm-1]. [18].

As liquid electrolytes are far more disordered than solid electrolytes, it is more difficult
to do Machine Learning studies of energies and electrical and structural characteristics. As a
result, there are a lot less studies that use Machine Learning techniques for liquid electrolytes.
However, there are a number of uses for Machine Learning approaches that are applicable to
liquid electrolytes, and we highlight a few of these uses in the following. Nakayama et al. [61]
used an exhaustive search by GP (ES-GP) approach to predict cation-solvent interaction
energies in liquid electrolytes of lithium-ion batteries, considering a variety of commercially
available organic solvent compounds. Since the solvation and desolvation of Li ions at the
electrolyte-electrode interface is a key process that often limits the overall mass motion, the

interaction energy is a useful predictor of Li-ion transport within the electrolyte.

Furthermore Sodeyama et al., An exhaustive search using a linear regression model
(ES-LiR) was used to add melting point as a target attribute. This is an important variable
related to the wide LIB working temperature window [62]. Compared to multiple linear
regression (MLR) and least absolute shrinkage and selection operator (LASSO) approaches,
the ES-LiR model offered a fair compromise between predictive accuracy and computational
complexity. However, the ES-GP method is much more accurate than his ES-LiR [63].

Utilizing Machine Learning techniques to speed up the exploration of the sampling
space is a less direct strategy. For instance, ML-enhanced MD simulations can simulate more
extreme varieties of liquid electrolytes. When dipole polarization is a key factor in the
dynamics, for example, lonic-liquid-based electrolytes (IL) and highly concentrated
electrolytes (HCE). The most straightforward method is to use NNs, such as those in

references [64-65], a cost-effective way to learn the concept of polarization. However, with
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for data generation. Extensive research has led to the development of polymer electrolytes for

Zn-based flexible batteries [66]. A similar method has been used to study his Zn2+ electrolyte

in water, showing that ANNs can be applied to obtain useful
disordered systems [67].

physical potentials even in highly

Even though it is all 100 frequently overlooked, Machine Learning can be used in

ML

electrolyte investigations from both an experimental and computational standpoint.
(Machine Learning) can be utilized in a variety of ways to improve experimental research of

clectrolytes, from completely automated laboratories to using ANN to evaluate spectroscopy

data [68-70]. This method addresses several issues with sophisticated electrolyte simulation

and comparisons with experimental data, allowing for more e
of liquid electrolytes,

fTective experimental research

1.4. Battery Measuring Factors
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Figure 5: Basic block-diagram of ML-based life enhancement and protection system

The battery life enhancement and protection system of Li-ion batteries are imperative

in Battery Management System. Therefore, detection of measuring factors such as sulfation,

voltage limit, etc. in Li-ion battery and designing an efficient advance defense system are of

Ntance. Naturally, to establish an appropriate battery life enhancement and

‘protection polity, in-depth knowledge and understanding of different kinds of factors alongside

the identificatjon of corresponding measuring factors mechanism in Li-ion batteries are highly

cssential, Hénce, this review article focuses on the same.
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1.4.1 Sulphation

Sulfation can permanently reduce the capacity of lead-acid batteries if they are kept in

a low state of charge (SOC) for long periods of time without recharging [71].

Sulfation occurs and builds up when the battery is not fully charged. It remains on the
battery plate [72]. Exceeding sulfation interferes with the chemical-to-electrical conversion and
can seriously affect battery performance. Sulphation is normal for starter batteries in cars
driving in congested areas. This can also occur when the engine is idling or running at a low

speed and the battery cannot be fully charged.

Sulfation is a major problem in lead-acid batteries. Therefore, desulfurization is the
solution for restoring sulfate lead-acid batteries. However, de-sulfation was not found as a
better solution to prevent sulfation. Therefore, a battery management system for proper
charging or discharging is found as a passive solution to sulfation. There are many methods in
the literaturerelated to proper charge and discharge control that may involve sulfation issues.
Therefore, inthis article, an Atom Search Algorithm (ASA)-based Hybrid Energy Storage
System (HESS) was developed to enable proper charge-discharge control to extend the life of
lead-acid batteries by avoiding sulfation [73]. Therefore, effective battery reuse and recycling

processes are very important as batteries contain important metals [74-75).

According to the first-order reaction of the lead-acid charge-discharge process, the

concentration of SO4>" ions decreases during discharging as-
Pb + PbO; + 4H' +280/7 = 2PbS0s+2H.0 ... (1)

This is due to the change in the solubility of lead sulfate in the electrolyte. In the relevant

range for lead-acid batteries, the solubility rises with falling electrolyte density (as shown in

following Figure 6).
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Figure 6: Solubility against electrolyte density

Several ageing processes are accelerated as a result, as opposed to when a battery is
fully charged: Sulfation, dendritic formation that could result in mini short circuits, and
corrosion during rest times are the first three. As there is increased solubility, large number of
sulphate crystals form more quickly. This is brought on by the fact that small crystals have
more surface tension and, consequently, surface energy than large crystals.

With this in mind, from an energetic point of view, Pb2+ and SO42— ions are more
likely to form on the surface of large crystals than small crystals. Also, lead sulfate molecules
are more likely to desorb from small crystals than from large crystals, As the same number of
dissolution and crystallization processes occur under equilibrium conditions, a transition of
molecules from smaller to larger crystals occurs. Eventually, small crystals will die out, but
larger crystals will usually continue to grow. The higher the dissolution rate, the faster the
process will go, The term "recrystallization" refers to this process. Sodium sulfate is added to
reduce this effect. Dissolving sodium sulphate forms 2Na+ and S042-, increasing the sulphate

. content in the electrolyte [76]. Sodium sulfate is used as an electrolyte additive because Na+
""’?(‘);MOI adversely affect the battery. As a result, the sulphate concentration steadily
4 incrc‘z:\gés: \\reducing the solubility of the lead sulphate crystals and extending battery life,

( ¥ especially in|the case of deep discharge.
‘ /.\,; /
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However, high solubility can also be advantageous. This will quickly remove lead
sulfate crystals. This effect was applied decades ago by washing used electrodes with fresh
water. Due to the high solubility of lead sulfate in pure water, old and large sulfate crystals
could be removed. Theoretically, charging at a temperature of 40-50°C has been shown to be
more effective and faster, and promote the dissolution of large amounts of old sulphate crystals.
However, increased solubility also occurs at higher temperatures. This is a classic example of
the conflicting effects of the same situation and different battery operating modes. Higher
solubility is beneficial during charging, but accelerates the formation of large, inert sulfate

crystals during resting periods.

The influence on various ageing effects depends on the solubility in and of itself as well

as the retention period under the given circumstances.

One of the easiest ways to prevent battery sulfation is to store your batteries properly.
When storing batteries, they must be sufficiently charged so that they do not drop below 12.4
volts even when stored fully charged [77]. Application of this maintenance can be achieved by
machine learning by providing the data that this charge maintenance prevents sulfate
accumulation. Additionally, batteries should not be stored at temperatures above 75°C, as the

self-discharge rate doubles for every 10°C increase in room temperature.

1.4.1 Voltage limit

Design parameters optimization in Lithium-ion batteries in experiments like materials
selection, cell manufacturing and operation. In lithium-ion batteries, metals like cobalt, nickel,
and manganese, which are hazardous and can harm water supplies and ecosystems if they leach
out of landfills, are found [78]. Here, our primary aim is to maximize battery lifetime; although,
it is a time-consuming process [79-81]. Also, high sample variability requires a large number
of experiments. The main challenge is therefore to reduce both the number and time of

experiments. To this end, we propose a machine-language method to imaginatively optimize

the parameter space that specifies the voltage profile of a fast-charge protocol to maximize

battery life [82-83].

m
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innovative, low-cost, highly accurate and reliable too] for understanding and analyzing battery

health.

Much research has focused on applying innovative machine learning (ML) techniques to
develop powerful models based on experimental battery data. This work contributes to a variety
of things, including whether his SOH model for batteries is robust and validating the behavior
of the model.

Researchers have proposed a data-driven alternative model. This model was based on
experimental data from a battery and was learned from the data using a machine learning
approach. The machine learning techniques in this work were developed by Khalid Akbar et
al. Achieved. al. [84] Use Algorithm 1: An algorithmic machine learning engine integrated into
this algorithm was connected to a custom script created for this study. Details of the algorithm
are given below [84]:

Step 1: Obtain (battery data)

Step 2: Calculate (SOH from charge capacity)

Step 3: while (data) do  # check in every dataset

Step4:  divide (data)

Step 5:  invoke (Machine Learning algorithm which gives best performance)

Step 6:  create (model), verify (model)

Step 7:  return (model)

Step 8:  display results

Step 9: end of while loop

Step 10: Stop the execution

Algorithm-1 [84]

In this paper, we explored a variety of linear and nonlinear techniques ranging from linear
regression to extra trees and found that the boosting method performed best compared to
experimental datasets. Furthermore, the best approach for the battery dataset was decision tree
regression (DTR) obtained using the boosting method.

The training set and test set must be separated from the dataset in order to execute machine
learning, as this study underlines. The computer evaluated its learning performance by applying

what it had learnt from the training set to the test set. The test set was fitted to this model to

/t?tcnlut; its aét‘:uracy and error rates. Finally, a forecast of fresh data points was made using

S

38



Empirical Economics Letters, 22 (2): (August 2023) ISSN 1681 8997

the constructed model. Additionally, the accuracy of data prediction was too high that the error

=2 e o ;
score was around 10™“. This minimal data prediction score verified the output data.

1.5 Study of various machine learning methods used

In this section, we describe the effective theories of the most used Machine Learning

methods in Battery management System.

Paper [88] described battery SoC OCV data collection and implemented regression
techniques using curve fitting and machine learning concepts. It also covers the basics of
battery modeling and the regression techniques used to form the static His SoC-OCV

relationship.

Paper titled "Deep Learning Method for Online Capacity Estimation of Lithium-ion
Batteries" by Sheng Shen et al. [89] attempted deep learning for online capacity estimation of
lithium-ion batteries. They used 10 years of daily cycle data from eight embedded lithium-ion
cells and half-year cycle data from 20 18650 lithium-ion cells to validate the performance of
their proposed deep learning method. Did. In this paper, compared with traditional machine
learning methods such as flat neural networks and relevance vector machines (RVM), their
proposed deep learning method has shown higher accuracy and performance in online
estimation of lithium-ion battery capacity. It states that it has been shown to provide robustness.

Additionally, the next section of this article describes various machine learning methods that

can help extend life in battery management systems.

1.6 Methodology

Aim of the research is to analyze and propose a ML (Machine Learning)
framework/model for prediction in Various types of battery (power supply resource) domain.
The first step in the methodology for Machine Leamning research work starts with the

preparation of data using Exploratory Data Analysis (EDA). Further step is to clean the data

like removing outliers, changing categorical variables and handling imbalanced datasets. For

training the model, this research work then uses various machine learning algorithms like

supervised and unsupervised. Finally, the model is evaluated using different metrics like recall,

f1-score, accuracy, etc.
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1.6.1 Machine Learning

Machine learning mainly falls into three categories: supervised, unsupervised, and augmented.
Supervised learning uses tagged data to train an algorithm. Supervised learning can be divided
into two parts: regression and classification. Regression is a form of supervised learning that
uses labeled data and uses that data to make predictions in a continuous fashion. Regression
problems include types in which the output variables are specified as real numbers. The form of
this problem often follows a linear form, Classification in data mining methodology aims at
building a model from a training data set. This model can be used to classify records with
unknown class specifications. A classification algorithm attempts to determine the class or
category of data presented to it Objects can often belong to multiple categories, and the A]

must determine what those categories are and how much confidence thealgorithm has jn its

predictions.

Unsupervised learning is the second type of machine learning. Here the data js unlabeled and

used to train the algorithm. Unsupervised learning can be divided into two parts:clustering and

dimensionality reduction, Clustering is a data mining technique that divides a data set into

discrete groups. This task divides a population or data points into groups so that data points in

the same group are more similar to other data points in the same group tha

1 datapoints in other

groups That's it. The aim is to Separate groups with similar characteristics and assign them to

clusters. The k-means clustering algorithm is faster than other clustering

methods for that type. Shorter execution time. Works better with both small and medium data,
In our case the dataset is moderate, k-means is the most popular due to the "simple"
implementation of the algorithm, Easily identify important relationships between features and
extract multivariate or compound variables. No defined number of clusters is required. The
optimal number of clusters can be set using an "elbow plot" implemented for a given set of
accident data, Dimensionality reduction reduces the dimensionality of the data to remove
unnecessary data from the input. Used to remove unnecessary features of d

ata. There are many

methods/algorithms for dimensionality reduction in machine learning, among them principal

component analysis (PCA), linear discriminant analysis (LDA), kernel principal component

analysis (KPCA), and others.
-\
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Machine learning is a category of algorithms that enable software applications to more
accurately predict outcomes without being explicitly programmed [85-86]. The analysis of
measuring factors which affect batteries is possible using the Machine Learning model. It is
one of the fast-emerging trends which can be helpful for analysis to find out the pattern and to
effectively reach the root cause of the lifecycle of batteries (battery issues). Machine Learning
is also useful to make predictions to address the measuring factors of a battery so as to enhance
its life span. This can be done by acquiring knowledge from previous data by using Machine

Learning.

[ Learning ] | Prediction } ( Prediction )
Sample Expected New Predi- Handmade
Data Data Data Motel s ctions model
X
PC PC PC
U {4 |
Maodel Output Output

Figure 7: (a) Machine Learning Model Vs. (b) Traditional Model

1.6.2 Machine Learning Model Flow

Figure 7(a) shows how the machine learning model differs from the traditional model

shown in Figure 7(b). As shown in the diagram above, the "learning stage" of machine learning

modeling, the "model", is one of the inputs to the prediction stage, along with the "new data"

to get the output, unlike traditional modeling. We divide our task into two phases: "learning”

and "predicting”. Training involves preprocessing to clean up the raw data.

1.6.3. Machine Learning Models for Analysis and Predictions

In order to measure the factors that affect batteries with perspective qf-efficient and

productivity-
voltage limits. Hence, this research review proposes the regression model (M

technique) over the attributes. Typically, the performance of the re

1S
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evaluated using the root mean square error (RMSE)

The regression model pinpoints measurement-related problems, but it's critical to know
Wwhich variables affect the battery's lifespan in order to take action to solve these problems. The
Association Rule Mining (ARM) algorithm is thus used in this article to give a framework for
examining battery productivity and efficiency. The ARM pinpoints the relationships between
different battery characteristic metrics that adhere to certain minimal support and confidence
requirements. The ARM uses an unsupervised learning approach without the use of class labels,
According to Figure 4, both supervised and unsupervised leaming include ‘classifying tasks’
to some extent. The mode| utilized in this study, built using an unsupervised learning approach,
is fine-tuned using labelled data, When research studies use flagged data to refine the models

they use, then the algorithm is trained using unsupervised learning - such as the use of different
hyperparameters.

1.6.4 Machine Learning Model with Preprocessing

Following Figure 8 shows the flow of Machine Learning Model-
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identifies and removes inaccurate records. This is where you detect incomplete, unreliable,
inaccurate, or irrelevant parts of your data, and recover, refactor, or remove dirty and coarse
data. In this work, preprocessing minimizes unnecessary data and yields better processing
results. In this way the collected data were preprocessed and filtered. Data normalization is

done by standardizing attributes using the following formula:

X—mean(X) (2)

X .= AT SN
standardization Standard_deviation(X)

The transformation of raw data into features suitable for modeling is done in the
feature extraction part. Data preprocessing and feature extraction have a significant impact on

model performance.

Datasets help predict future data outcomes by analyzing models. This is where
overfitting by i occurs. presence of noise, ii. a limited training set size, and iii. Classifier
complexity. The test set represents the dataset used to test the predictive model produced by
the training set to avoid overfitting [87]. Overfitting is likely to occur when the number of
features is similar to or greater than the number of observations stored in the dataset.
Therefore,we propose a dimensionality reduction technique to avoid this problem. During the
feature gathering process, feature extraction can reduce the number of features in the dataset
by creating new features from existing features, while feature selection removes unnecessary
features. As shown in Figure 8, after feature collection — ML (Machine Learning) algorithms

i.e.,Regression, Classification, Clustering, etc. plays an important role in the analysis and the

prediction.
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1 \‘4
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Figure 9: Test-Train Split

RMSE is used to ensure and evaluate the performance of the algorithy
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1.7 Working on Measuring factors

1.7.1 Sulfation

A lead sulphate is formed on both negative and positive plates when a cell battery is

discharged. This sulfate is converted into active materials once the charging is happening.
During the operation of a lead acid battery, such type of sulfation is vital. This lead sulfate is

highly conductive that consists of small crystals. Self-discharge results into lead sulfate. In

such situation, the active material of the plates is converted into lead sulfate. In such cases, the

lead sulfate changes to crusts of lead sulfate. However, such type of sulfation deposition

because of the misuse of the battery or ignorance can cause irreversible damage to the battery
plates.

This type of irreversible sulfation arises due to: [90]

a battery is kept in a discharged state for a substantial period of time

a battery is added with acid instead of water

a battery is repeatedly over discharged or is continually undercharged

a battery has low electrolyte in the cells due to insufTicient topping up

a battery is operated at higher temperatures — beyond the advised safe limits of operation

a battery is not repaired in time as soon as jt is observed that one or more of jts cells is
found to be lagging

The indications of sulfation of the plates are: [90)

1.7.2

a decrease in battery capacity
start of gassing much before during the charge cycle
color of the positive plates becomes abnormal — light brown with white spots

negative plates volume increases with substantial bulging

Voltage limit

An article by Yang, R. [91] defined a data-driven approach in which SOH can be

estimated using cycies of discharge voltage and load current.
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The work of Peter M. Attia [92] shows an extended data table using several protocols

bel(w - Of his nine fast-charging protocols tested by researchers, three are the top three
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CLO-estimated protocols, four are based on approximations to multi-stage fast-charging
protocols from the battery literature, and two are CLO. was selected to cover the range of -
Estimated cycle life as shown in the table. Four protocols were created by calculating current
ratios between different steps and converting these ratios to his 10-min fast-charge range. The
protocol was based on an approximation of the multi-step fast-charging method found in the

battery literature. The voltage limit corresponded to the charging method.

While retaining similar current ratios as the literature protocols, the researchers
modified the voltage restrictions and charging timeframes to meet their methods. For each
charging process, five batteries were tested in order to have a good idea of the genuine cycle
lifetimes. During testing, the out-of-threshold prediction interval test was removed (channel
12; 3.6C-6.0C-5.6C-4.755C). Extended Data compared three different approaches for

calculating cycle life results: CLO, preliminary prediction from validation, and final

measurement from validation [92].

Charging CLO-cstimated Early-predicted | Final cycle life
protocol ) cycle life (from (from
validation) validation) Source
cyclelife
3.6C-6.0C-5.6C 1103131 1013115 755481 Zhang[93]
4,755C
Protocol with
4.4C-5.6C-5.2C 1174 £76 1056£127 884 £132 third highest
CLO-estimated
4.252C mean cycle life.
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Protocol with
4.8C-5.2C-5.2C. 1185+78 1047+ 49 890 £90 highest CLO-
estimated mean
4.160C cycle life.
Protocol with
5.2C-5.2C-4.8C. 1183186 1098134 9124118 second-highest
CLO-estimated
4.160C mean cycle life.
6.0C-5.6C-4.4C_ 954 L164 96326 880 185
3.834C
7.0C-4.8C-4.8C. 876+183 964 +43 870 +£70 Samsung
Patents[94, 95]
3.652C
8.0C-4.4C-4.4C. 818+212 854x44 702451 Nottenet al.[96]
3.940C
8.0C-6.0C-4.8C. 775273 698=40 584 260 Tesla Patents[97,
98]
3.000C
8.0C-7.0C-5.2C. 648+174 580 +68 496+ 49

Table 1: Extended Data Table [92]
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As shown in the table above, the columns are the CLO estimated average cycle life for
each protocol, the initial predictions in the validation experiment, and the final tested cycle life.
For the CLO-estimated cycle life, the error represents the CLO-estimated standard deviation
after round 4 (ck,4). Errors between early predicted cycle life and final cycle life from
validation represent 95% confidence intervals (n=5; however, n= Four). Two unsourced logs
were selected to obtain a representative sample from the distribution of CLO estimated cycle

life. The literature on fast-charging protocols is taken from refs [93-98].

1.8 Regression Analysis

Regression analysis is a statistical model used to predict numerical data rather than

labels. Regression models return prediction results as continuous values, while classification

models predict discrete outputs. You can also identify distribution trends based on available or

historical data. Here, the task of regression is to predict the "measured attribute” of a given

study area. Despite previous work, it remains difficult to accurately predict battery life from
state-of-charge (SOC) and state-of-charge (SO

conditions that differ from training data. known

H) estimates under environmental and load
for Configuration. Advanced regression,

classification, and state estimation algorithms play an important role here [99].

There are several variables/attributes that come into play in regression, such as the

ndent variable (the main variable you are trying to understand) and the independent

ctors that can influence the dependent variable). Forre

[ relevant data related to the battery must be collecte

depe

variable (fa gression analysis to work on

this problem, al d. It can be plotted on a

graph with an x-axis and a y-axis.

e regression analysis:

The main reasons we us
ionship between two or more attributes,

1. To determine the relat
2. To understand how one var

3. To predict and identify the me
by considering the attributes and dataset. . .
There are many types of regression analysis. In this research paper we will consider

near regression and multiple regression.

iable change when another change, and
asuring attributes to enhance the lifespan ofbattery

two: li
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1.8.1 Linear Regression

Also called "Simple Linear Regression". Establishes a linear relationship between two
variables. It also tries to draw the closest line to the data by finding the slope and intercept that
define the line and minimizing the regression error. Linear regression presents the task of
finding the output 'y". H. Dependent variable based on given input "x", i.e. H. Independent
variable to predict. Hence it is called linear regression. Figure 10 below shows a straight line

when the independent variable is plotted on the x-axis and the dependent variable on the y-
axis.

120

100

80

60

40

Regression line
=40 * ¢ data

-10 0 10 20 30 40 50 60 70

Figure 10: Linear Regression

Source: Python Programming Tutorials

The equation of the above straight line is:

y=mx+b ..Q3)

where ‘b’ is the intercept and "m’ is the slope of the line. Thus fundamentally, in two
dimensions, the Linear regression algorithm provides us the most optimal value for the
intercept and the slope. The variables 'y’ and ‘x’ are the data features and cannot be changed.

The values 'b" and "m’ that we can control.

Many data relationships do not follow straight lines, so statisticians use nonlinear
‘ /0 ?\:risl.on instead. The two are similar in that they graphically trace specific responses from a
M} Ty %b‘l s. These nonlinear models are more complex than linear models. This is because
r‘f.u’r!ct‘rqln}S aje c;eatcd by a set of assumptions that can be made by trial and error.
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1.8.2 Multiple Regression

When two or more explanatory variables are linearly related to the dependent variable,
the regression is called "multiple linear regression." This is a broader class of regressions,
including linear and nonlinear regressions with multiple explanatory variables. For example,
consider a scenario where multiple features need to be predicted.

For example, the dependent variable (target variable) is dependent upon several
independent variables. A regression model involving more than two variables as hyperplane.
Its equation is as follows:

y = bo + mub1 + mz2bz + mab3 +.. Mnbn ... (4)

Thus, in two dimensions a linear regression model is a straight line; in three dimensions

it is a plane, and in more than three dimensions, a hyperplane.

For performance evaluation of an algorithm, we use following: The mean of the absolute value of the

errors is known as Mean Absolute Error (MAE). It is calculated as:
n

1
MAE = ;Z lyi= 5 -
J=1

The mean of the squared errors is known as Mean Squared Error (MSE) and is calculated as
n
1 A2
Mse=5y. (G=9) «(©
1

uare root of the mean of the squared errors is known as Root Mean Squared Error (RMSE).

puse= [Pop. Oy=9)° 0

The sq

We then perfonned a regression analysis of the total number of events divided by the

dependent variable using the selected independent variables. Estimate relationships between

dependent and independent data using regression models, a supervised learning approach. Here

be useful to predict the limits of the measurement factors, namely sulfation and stress.

it may
he predicted output. It is also

It is used to identify the factors that have the greatest impact on t

used to examine how various variables relate to each other.
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Therefore, if you have multiple independent variables and one dependent variable, it is
recommended 1o use "Multiple Linear Regression” or "Multivariate Regression". Multiple
regression is an extension of simple linear regression. Used to predict the value of one variable

based on the values of two or more other variables. Note here that the variable we want to

predict is called the dependent variable.

1.9 Prediction using Clustering

Clustering and classification are two pattern recognition techniques used in machine
learning. Both techniques have certain similarities, but the difference is that classification uses
a defined class to which objects are assigned, whereas clustering identifies similarities between
objects.

We also propose a clustering composed of different sectors to identify population
groups. This review article gains prior knowledge of the types of battery attributes required for
battery protection and life extension systems by comparing the variables with those of the
cluster. In this study, we use the ‘elbow method' to find the optimal number of clusters and
characterize each cluster. In this situation, the model generation with value 'k' is identified.
Afler obtaining the number of clusters to create, We propose a k-means algorithm to segment
the dataset. Afler obtaining a good segmentation of the dataset, the next task is to perform the
characterization of cach cluster. A thorough analysis of cach cluster reveals a battery variable,
(hat is. The attributes that classified the H. clusters were sulfation, stress limit, corrosion,

passivation, and thermal runaway.

Hence, the paper carried out analysis, visualizations, and classification of the incidents

using k-means clustering. A detailed study of each cluster discovers composite variables.

Clustering is the task of dividing a dataset into groups called clusters [100]. That is,
objects are grouped according to these common characteristics and distinguished from other
objects called clusters. The purpose of clustering is to split the data so that points in one cluster
are very similar and points in different clusters are different. Usually you decide to group under
unlabeled data,

Using a clustering algorithm means giving the algorithm a large amount of input data

. and letting it find all the groups in the detectable data, these groups are called clusters. A

@s&ér is a group of data points that are similar to each other due to their relationship to
/ 1DNo
Sf puPHATS!
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surrounding data points. Clustering is used for things like feature engineering and pattern
discovery.

Clustering may be an excellent place to start when you are starting with data that you
are unfamiliar with. Companies that wish to apply client segmentation, define groupings, and
concentrate on certain products or services often need to collect frequent features from their
customers. Thus, a firm can defend a specific campaign, service, or product if a sizable portion
of its clients have certain characteristics (gender, age, etc.). Clustering is useful for locating
comprehensive data and insights in this way. Partitional and hierarchical clustering are the two
clustering methods that have received the greatest attention and are utilized the most. These
algorithms have been largely used in an extensive range of applications mainly due to their

simplicity and ease of implementation relative to other clustering algorithms [101].
The purpose of partition clustering algorithms is to discover groups present in the data
imizing a specific objective function and iteratively improving the quality of the

by opt
e algorithms are also called prototype-based clustering algorithms because they

partitions. Thes

mostly require specific user parameters to select the prototype points that represent each

cluster.
In contrast, hierarchical clustering algorithms tackle the clustering problem by

ndrogram. Once the dendrogram

developing a binary tree-based data structure. It's called a de
ed by splitting the tree

is built, the appropriate number of clusters can be automatically obtain

at different levels to obtain different clustering solutions for the same dataset without having

to run the clustering algorithm again. can be selected to Hierarchical clustering can be achieved

hods: bottom-up clustering and top-down clustering.

by his two different met
he hierarchy is further divided into two subdivisions: split and

As shown in Figure 11,1
agglomerated. Division algorithms are diffe

with all the points in the cluster and splits them to create m

rent from aggregation algorithms. Splitting starts
ore clusters. These algorithms build

a distance matrix of all existing clusters and perform inter-cluster linking according to link

criteria. The clustering of data points is represented by a dendrogram [102].

Hierarchical and partitioned approaches use the concept of a dendrogram, but can return
significantly different result sets depe
splitting method requires a set of initial seeds (or

improved. As shown in Figure 11, split clustering is furthe

nding on the criteria used in this clustering process. A
clusters) to be specified. These are iteratively

r divided into his two parts: k-means

L —

clustering and fuzzy c-means clustering.
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in the same cluster are as similar to each other as possible. The approach is maximizing

expectations for solving problems.

k-means works as — group the items into ‘k’ clusters such that all items in the same

cluster are as similar to each other. The algorithm [104] is as follows:
1. Within the data domain, k initial ‘means’ are randomly generated,
2. k-clusters are formed by correlating each observation with the nearest mean,
3. The centroid of each of the k-clusters turn out to be a new mean,

4. Steps 2 and 3 are repeated until convergence has been reached.

1.9.1. RUL based k-means clustering

Thousands of batteries are in use around the world, and their lifespan degrades rapidly
over time. Therefore, it is very important to check the state of deterioration of the battery before
the first failure occurs during the discharge cycle, and it is a very difficult task even in practical
use. Therefore, clustered predictors are proposed to improve the accuracy of battery state
prediction. Haider et al. In the paper, his 1-year historical data of his 40 batteries in a large data

center are presented to verify the effectiveness of the proposed methodology [105].

A clustering prediction framework based on the k-means algorithm has been proposed
to improve the accuracy of predicting the RUL of lithium-ion batteries. The data are

differentiated by his two cross-cycle health factor analysis using the k-means algorithm [106].
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Figure 12: Battery life model based on a Clustering framework [106]

The degradation mechanism of lithium-jon batteries is complex. Therefore, as the
model accuracy increases, more complex conditions are added. Different batteries have
different material compositions, which reduces the robustness of the model. As a result, many
studies on RUL prediction have been done from the perspective of data-driven methods. This

RUL is a purely subjective estimate of the number of years a battery is said to have served its

intended purpose before it needs to be replaced.

Mathematical modeling of batteries is important as charging/discharging techniques
improve and battery capacity increases [109]. Data-driven techniques apply statistical or
machine learning to large amounts of data. Rather than building complex physical models,

r_" — se methods look for functions of battery charge/discharge cycles and electrical
ements of RUL [110]. These models extrapolate predictions from similar learnings
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about battery capacity depletion trends or predict system states based on previously observed
data. His two main types of data-driven RUL prediction approaches are feature-based her RUL
prediction and autoregressive capacity fading prediction [111]. Based on the captured capacity
fade curve, the autoregressive prediction of capacity fade is used to estimate the cycle life of
the battery. These studies used previously developed capacity fading state methods such as
SVR [112], filtering algorithms [113-114], long short-term memory networks [115], and
Gaussian process regression [116] to perform capacity prediction. do. Several studies [117-
118] have attempted to use neural networks or regression methods to determine remaining
battery life from the intersection of voltage, current, and temperature. With further
developments in algorithms and neural networks, more advanced forecasting methods are now
being used in practice [119]. Several combined methods have been proposed to predict RUL.
The algorithm achieves excellent prediction accuracy by maximizing the use of many models.
Various forecasting techniques have been combined with empirical model decomposition
approaches [120-121]. Support vector classification and regression attributes were integrated
to estimate the RUL of Li-ion batteries [117]. These techniques emphasize the advantages of
algorithms by considering combinatorial algorithms. Many scientists recommend using
clustering techniques. Clustering is currently used in various forecasting areas, such as
forecasting wind speed [124], bus load [123], and energy consumption [122]. Clustering has
not been used to predict the remaining lifetime of lithium-ion batteries due to lack of sufficient

evidence to measure capacity fade in lithium-ion batteries.

1.9.2 BMS using clustering

As the charge and discharge times lengthen, Li-ion Batteries become less effective or
even fail. The gadget won't operate normally if adequate action is not taken before a battery
fails, which could seriously compromise safety [107-108]. Therefore, these issues may be
mitigated by a reliable battery life prediction system. It is challenging for humans to create a
solid rule-based algorithm to examine capacity fade since degradation in Li-ion Batteries is not
directly reflected in it [125].

Battery management systems are designed based on characterization criteria to check
battery health and provide a level of safety to ensure predictable functioning of lithium-ion
batteries. Recently, more researchers have started to look at the prospects for the remaining

useful life of lithium-ion batteries [126]
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1.10 Conclusions and Perspective

This work reviewed some of the key issues related to measuring factors for overall BMS.
On the very onset, important findings are exhibited in the estimation of SOH and SOC using the
Machine Leamin g method.

Battery behavior is non-linear and cannot be predicted directly, so an indirect approach
of estimation and prediction is required. A number of features were observed from the
discharge curves of different batteries at different current and temperature levels to estimate
her SOH and SOC of the battery. For example, battery B0006 has a current and temperature of
2.0A and 297.15K, while battery B0047 has a current and temperature of 1.0A and 277.15K.
Battery arrays mentioned in various studies were taken from other data sources. Some studies
used data from battery 40, while others used data up to battery 27 to build the model. These
models were created to understand the behavior of battery systems. Others have developed
compact models to understand the combined behavior within a system. The machine learning
model takes the estimated properties and outputs SOH over al| battery discharge cycles in terms
of pseudolinear range and arm length. Also, the area under the voltage trace is useful when
estimating SOC%. In addition to estimating accurate SOC% for depletion cycles, this method
can produce a downward trend for al training cycles. That is, ] Propose to use the voltage of
the battery as a reference point and use a reverse engineer to obtain the SOH. Given a battery
ata particular point in time, estimate of SOC is possible. For large datasets, the error obtained
is negligible.

Despite the fact that polynomial regression models provide the best RMSE compared
to other machine learning approaches, this may not be suitable for large datasets. As a result,
improved techniques such as ANNs and clustering may prove useful in the future, Finally,
ANN is better suited for online SOH estimation because the proposed model requires the entire

discharge curve to calculate his SOH and SOC of'the battery using a larger dataset.
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" Abstract

Understanding the feelings and thoughts of the general people has become
increasingly important for businesses, government officials, and academics in this age of
social media when millions of users are able to openly share their thoughts and experiences.
Through the application of Natural Language Processing (NLP) and machine learning
strategies, the present study intends to improve the sentiment analysis of data drawn from
social media platforms. The text data will be pre-processed using NLP algorithms, which will

allow for the extraction of essential features as well as information linked to sentiment.

Following this phase, models based on machine learning will be built to identify if the
sentiment conveyed in the text is positive, negative, or neutral. The research will focus on
adding sophisticated approaches for natural language processing (NLP), such as semantic
analysis and sentiment lexicons, in order to improve the precision and specificity of sentiment
categorization. In addition, the research will investigate the possibility of employing
ensemble learning and deep learning algorithms in order to further improve the performance
of sentiment analysis. Experimental assessments will be carried out using large-scale social
media datasets in order to validate the effectiveness of the proposed strategy and compare it

to other methods of sentiment analysis that are already in use.

The findings of this research will contribute to a more accurate sentiment analysis of
the data collected from social media platforms. This will enable organizations to make

decisions that are more informed and to have a deeper understanding of the sentiment held by

the general population.
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1. Introduction:

The continued use of digital social platforms has opened up several options for
assessing interest in various aspects. These possibilities can be viewed not only from the
point of view of individual users, but also from the point of view of groups of users. The rise
in social media users has led to an explosion of content in many forms, including text, photos,
audio, and video. Several hypotheses have been put out by researchers to account for the link
between screen time and obesity [1][2]. An increase in people using social media is mostly
responsible for this. This could lead to a lack of sleep, excessive eating throughout the .
scrolling, and extra pounds gained from commercial breaks. Inconsistent cross-sectional and
prospective findings have been discovered in epidemiological studies of the relationship
between screen time and less physical activity. This may be because of the difficulties in

determining the extent to which people use screens and engage in physical activity.

However, individuals are able to openly discuss their thoughts, feelings, and
experiences through the use of social media platforms, which have become a significant
source of expressive content in the modem era. It is now absolutely necessary for a wide
variety of stakeholders, including corporations, policymakers, and researchers, to get valuable

insights from the vast amounts of data generated by social media.

Sentiment analysis, which comprises automatically identifying and classifying the
sentiment that is expressed in text data, is one of the essential jobs in this sector. It is a .
method that employs machine learning, natural language processing, and computational
linguistics to comprehend the emotions and viewpoints of social media users. Techniques
based on natural language processing (NLP) and machine learning have proven to be quite
helpful in improving the accuracy and effectiveness of sentiment analysis. Utilizing natural
language processing (NLP) and machine learning techniques, the purpose of this study is to
contribute to the advancement of the field of sentiment analysis on social media. Textual data
will be handled by making strategic use of natural language processing (NLP) techniques,
which will make it possible to derive important characteristics and information pertaining to
sentiment from\the data. After that, models of machine learning will be applied in order to

' \_f?c.z‘ftééo%w ¢ sentiments as either positive, negative, or neutral.
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The fundamental purpose of this research is to improve the precision and granularity
of sentiment analysis by utilizing more complex natural language processing strategies such
as semantic analysis and sentiment lexicons. In addition, cutting-edge methods such as
ensemble learning and deep learning algorithms will be investigated to further improve
sentiment analysis performance. The proposed research will be evaluated using vast, real-
world social media datasets. This will make it possible for a full evaluation of the created
methodology and its comparison against existing sentiment analysis techniques. The findings
of this study will have far-reaching repercussions since they will enable organizations to

obtain deeper insights into public mood and to make better-informed decisions based on data

collected from social media.

2. Related work

The paper by P. Mehta et. al. [3] provides a comprehensive overview of the different
modules of a sentiment analysis framework. The paper discusses the shortcomings associated
with the existing methods or systems and proposes potential multidisciplinary application
areas of sentiment analysis based on the contents of data. The strength of the paper is to
provides a critical assessment of different modules of a sentiment analysis framework.The
paper also proposes potential multidisciplinary application areas of sentiment analysis based
on the contents of data. However, the paper does not provide a comprehensive picture of how

to build a proper sentiment analysis model.The paper does not provide a detailed comparison

of different sentiment analysis techniques and its limitations.

The paper contributes and provides a comprehensive overview of the different

modules of a sentiment analysis framework and discusses the shortcomings associated with
the existing methods or systems.

The foundations and scales of sentiment mining have received the bulk of academic

attention. Authors depict many machine learning processes here. According to the study,

Sentiment Analysis summarises the findings from many categorization techniques into
positive, negative, and neutral ratings. The research demonstrates that machine learning
techniques such as support vector machines (SVMs), naive bayes networks (NBNs), and
networks (NNs), and in certain cases lexicon-based techniques, are highly accurate.

guring out how different sets of text data and other variables

neural

Future work could involve fi
affect prediction precision. Therefore, it highlights the importance of conttmjug_to awork to
enhance performance indicators in the future. Overall, the paper is a valuabl
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researchers and practitioners interested in sentiment analysis and provides a foundation for

future research in this area.

The research paper by J. Yadav [4] stated that sentiment analysis had three levels:
sentence, document, and characteristics and categorised this information as positive, negative,
or neutral. The study had used two primary approaches to sentiment analysis, which were
machine learning and lexicon-based approaches. In this paper, social media mining and
sentiment analysis were utilised to investigate social media information/data in consideration
of a few leading companies across the world. Different companies from various parts of the
world were considered for this paper and their data was analysed. Label details and
storyboards were used to describe the information regarding sentiment analysis on various

social media applications across the world.

Overall, according to this paper - sentiment analysis of tweets data could have helped
to obtain valuable insights into the public's opinion on these topics, which would have
allowed businesses, organisations, and decision-makers to make informed decisions based on

the sentiment and the needs of their audience.

The paper entitled ‘“Performance Analysis of Ensemble Methods on
Twitter Sentiment Analysis using NLP Techniques” by
M. Kanakaraj and et. al. [7] is about the proceedings of the 2015 IEEE 9th International
Conference on Semantic Computing (IEEE ICSC 2015) and focuses on the performance
analysis of ensemble methods on Twitter sentiment analysis using NLP techniques. The paper
explains the key idea of increasing the accuracy of sentiment classification by including
natural language processing techniques, such as semantics and word sense disambiguation. It
discusses the data gathering module, data processing module, training and classification
module, and classification output of the proposed system. The document also compares the
performance of ensemble methods against traditional ML algorithms and presents
experimental results. The key points of the study include the use of ensemble classification to
combine the effect of multiple machine learning algorithms, the analysis of sentiment from
social network data, and the application of NLP techniques to mine sentiment from text data.
The paper concludes that the ensemble method outperforms traditional classification
methods, with extremely randomized trees classification performing the best. Overall, this

research-paper pro\vides insights into the use of ensemble methods and NLP techniques for

> b $ . .
t%ﬁe‘nraqalg'm on Twitter.

) \D No
b \ y

158

(o



q

C

Empirical Economics Letters, 22 (2): (August 2023) ISSN 1681 8997

The book entitled, “Sentiment Analysis in Social Networks: A Machine Learning
Perspective” by E. Fersini [8] provides a comprehensive overview of the state of the art in
sentiment analysis, focusing on the challenges and opportunities presented by online social
networks. The author discusses the nature of social networks, which are rich in informal
languages and relationships among users. The book explores different models and approaches
for sentiment analysis, including supervised, unsupervised, and semi-supervised models. It
also highlights the importance of leveraging natural language and relationships in sentiment
analysis and discusses the challenges posed by short and noisy content in social network
messages. Additionally, it explores the future directions and potential applications of
sentiment analysis in social networks. Overall, this book serves as a valuable resource for

researchers, organizations, and institutions interested in sentiment analysis in the context of

online social networks.

Pathak, R., & Waghmare, G. (2020) All marketing initiatives using the internet are included
in digital marketing [9]. Through the use of search engines, social media, w.ebsites, and other
platforms, digital marketing enables businesses to communicate with both present and
potential customers. Knowing terms like retargeting and remarketing will help us better grasp

digital marketing.
3. Proposed Method for analysis for on Social Media data
3.1 Sentiment Analysis

The methodology that will be proposed in this research will involve the use of a
hybrid approach that will combine machine learning-based and lexicon-based methods. The
machine learning-based method will make use of a labeled dataset to train the model, while
the lexicon-based method is going to use a pre-defined set of sentiment lexicons to classify
the sentiment of the text. The study will also suggest employing dimensionality reduction
techniques to reduce the feature space and improve the performance of the model. The
research will use a dataset of social media data available on Kaggle. Then it will evaluate the
performance of the model using standard evaluation metrics such as precision, recall, and F1-
score. The study is expected to find that the utilization of more advanced natural language
processing strategies, such as semantic analysis and sentiment lexicons, will greatly enhance

the accuracy and level of detail in sentiment analysis on social media data.
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The lexicon-based strategy will count on a correlation between the presence of
particular words or phrases in the text and an associated emotional tone. The studies will
employ sentiment lexicons, which are collections of words that have been categorised
according to their emotjonal connotations. The lexicons will serve as dictionaries, with
numerous synoriyms provided for each term. Manual methods, lexical methods, and corpus-
based methods will all be used in the creation of the researchers' sentiment lexicon, Using the
negative, neutral, and positive markers found in the lexicon, they will assign a polarity score
to the provided text. Tagging words with a semantic orientation will be handled by the
lexicon-based method, which can draw from dictionaries or corpora. Using a sentiment
dictionary with opinion terms, we can simplify the former and easily determine the polarity
score of words or phrases in the text. In order to boost the model's efficiency, the research
article will employ a hybrid strategy that draws from both machine learning and lexicon-

based techniques. Sentiment lexicons will greatly enhance the accuracy and granularity of

social media sentiment analysis,

3.2 Machine Learning

Supervised, unsupervised, and reinforcement categories make up machine leamning.
Supervised Learning trains algorithms with labelled data, Regression and classification
comprise Supervised Learning. Regression uses tagged data to produce continuous
predictions, Regression issues have real-number output variables, This problem is usually
linear. Data mining classification builds models using training data. This model classifies
unknown class label records, Classification algorithms classify data. The Al must identify an
object's categories and its confidence in its forecasts.

Second-type ML is unsupervised. Unlabeled data train the algorithm here. Clustering
and dimensionality reduction comprise Unsupervised Learning. Clustering groups data sets in
data mining. It involves dividing the population or data points into groups that are more
similar than others. The goal is to cluster comparable groupings. K-means clustering
algorithm is faster than others. It executes faster. Small and intermediate data work best. Our
dataset is moderate, k-means is popular because it is ‘easy’ to implement algorithms. It can
readily detect relevant feature relationships and extract multi-variate or composite variables,

No clusters are needed. Elbow plot, implemented for accident data, can establish the optimal

~..data" from

number of clusters. Dimensionality Reduction reduces data dimensions to remove unneeded

pput. It cleans data. ML has numerous dimensionality reduction algorithms,
NS,
including‘P(\; » LDA, and KPCA.
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Machine Leaming algorithms improve software prediction accuracy without
programming [5][6]. Machine Learning can analyze such accidents. It is a fast-emerging
trend that can help analyze patterns and uncover accident causes. Machine Learning can

forecast accidents too. Learn from past data.

[ Learning 1 [ Prediction 1 r Prediction

Sample Expected New Predi- Handmade
Model el
Data Data Data 7] ctions model
PC Pe PC
! - T
Qutput
Model Output

Figure 1: (a) Machine Learning Model Vs. (b) Traditional Model

Figure 1 (a) shows how a Machine Learning model differs from the Traditional mode!
in Figure 1 (b). Unlike Traditional Modelling, Machine Learning Modeling's ‘Learning’

phase uses ‘Model’ and ‘New Data’ to forecast output. Learning and prediction are its two

aspects. Pre-processing cleans data for learning.

The research will employ a hybrid strategy that combines machine learning and
lexicon-based techniques. The former will utilise a labelled dataset to train the model,
whereas the latter will use a predefined set of sentiment lexicons to classify the text's
sentiment. The research will also employ dimensionality reduction techniques to reduce the
feature space and enhance the model's performance. The approach based on machine learning
will use supervised machine learning algorithms to classify the text's sentiment. In the study,

the model's performance will be evaluated using standard evaluation metr§5§\.§lrch :
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method will be more accurate and efficient than existing methods. This research will
therefore employ predictive analytics and machine learning to enhance the precision and

granularity of social media sentiment analysis.

Basically, understanding public perception of eco-friendly transformation and air
quality, predicting box office success, and analyzing public sentiment during global events
such as pandemics are all applications of sentiment analysis [4]. The purpose of sentiment
analysis is to extract subjective information from text data. In order to identify and extract
opinions, emotions, and attitudes conveyed in text data, natural language processing (NLP)
techniques will be utilised. Analysis of social media, consumer feedback, and market research
will increasingly incorporate sentiment analysis. The primary purpose of sentiment analysis is

to categorise the tone of a given text as positive, negative, or neutral,

This hybrid approach strategy will combine methods based on machine learning and
dictionaries to enhance the precision and granularity of sentiment analysis. The model will
use a labelled dataset to train the machine learning-based method, while a predefined set of
sentiment lexicons will be used to classify the text's sentiment using the lexicon-based
method. Additionally, dimensionality reduction techniques will be utilised to reduce the

feature space and enhance the efficacy of the model.

The machine learning-based technique will categorise the sentiment of the text using
supervised machine learning algorithms including Support Vector Machines (SVM), Naive
Bayes, and Random Forest. The lexicon-based approach will categorise the text's sentiment
using a series of pre-defined sentiment lexicons. By compiling sentiment word lists utilising
manual approaches, lexical approaches, and corpus-based approaches, the sentiment lexicons
will be produced. In the study, the model's effectiveness will be assessed using common
assessment measures like precision, recall, and Fl-score. The study's findings will
demonstrate that the suggested strategy will perform better than current approaches in terms
of accuracy and efficiency. The following diagram will be used to demonstrate the hybrid
technique utilised in the study so that readers will have a better understanding of the research

process,

As a result, the study will use supervised machine learning algorithms, sentiment
lexicons, and diminsionality reduction approaches to improve the model's performance. In

cy and efficiency, the proposed hybrid strategy may surpass existing methods.

41d be a promising technique for sentiment analysis on social media data.
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Sentiment Analysis Tool: This tool will perform sentiment analysis on user input and
accurately determine the polarity of the expressed sentiments. The future proposed model
will utilise data obtained from the localization database as its inputs. This tool will also utilise
a range of machine learning techniques to generate highly accurate responses based on the
given attitudes, using a suitable classifier. The proposed objective for this classification
challenge is to develop a model that can automatically categorise attitudes into positive,
negative, and neutral classes. This involves correctly assigning the suitable class labe] to a
provided input. To utilise supervised classification, one must have a labelled text corpus for

training, testing, and building the classifier.

Once we have acquired a labelled text corpus, the next important step is to develop a
methodology for extracting features from the labeled corpus. This will be used to train the
classifier. The effectiveness of the entire system relies on the quality of this specific, feature
extraction approach in the future proposed model. As a future proposed model, sentiment
analysis will utilize various feature extraction techniques, such as unigrams, bigrams, and the

incorporation of stop words.

Machine Learning: The utilization of the random forest algorithm in product analysing has
been observed subsequent to a thorough comparison with the k-means clustering technique.
The purpose of this comparison is to meticulously analyze prevailing trends and skilfully
gencrate accurate forecasts. The random forest algorithm is exquisitely tailored to analyze
seasonal data and generate exquisitely precise predictions for future valyes, The forthcoming
illustrations elegantly showcase (Figure 3) the operational dynamics of this cutting-edge

system, encompassing meticulous product analysis, trend analysis, and intelligent forecasting.

=
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Data collection from
Social Media

[ Data Collection
(Raw Data)

Filtering
i

1
Exploratory Data Analysis + -_I _
Inferential Analvsis

Review of above clusteras a whole: Analysis
of trends/patterns to get novel ideas
!

I Formation of appropriaterules for prediction I
——

Figure 3:The operational dynamics of encompassing trend analysis and intelligent forecasting

Conclusion:

Analysing the cognitive processes of individuals within varying contexts and their
perceptidns towards diverse subjects will be a crucial undertaking. This will become
increasingly significant in the context of the commercial domain, as businesses continue to
depend heavily on their clients and consistently strive to develop products or services that
will meet customer demands. Organizations will find more utility in understanding the
preferences, opinions, and discussions surrounding current products, services, and brands
when making decisions, such as competitor identification and trend analysis. The ability to
communicate thoughts on social media platforms and access the resulting data will facilitate
the aforementioned activities to some extent. The aforementioned initiative, titled "Sentiment

Analysis for Social Media," will fulfil this purpose.

The proposed method for conducting sentiment analysis on the given détaset was
dependent on the unique characteristics and attributes of the dataset used. The proposed
method aims to investigate the scholarly aspects of the social media manifesto, focusing on
its impact on the human dimension, knowledge dissemination, and circulation. This study
seeks to explore the previously inconceivable or unattainable degree to which these factors
are affected. Our proposed method for acquiring more insights involves focusing our research

on the development of sentiment analysis models. The utilisation of these models played a
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crucial role in validating numerous hypotheses, ultimately aiding in the development of a

comprehensive comprehension of the data and empowering society to take necessary actions.

The organised literature review will provide data on the analysis of sentiment studies
that will be conducted on social media. Moreover, we will propose the method that will use to
analyse the sentiments of people on social media. Many techniques will be given by the
researchers, but one of the popular methods will be the Lexicon-based method with
SentiWordnet and TF-IDF. In addition to that, machine learning techniques such as Naive
Bayes and SVM will be used.
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Abstract

Rheumatoid arthritis (RA) is a prevalent and enduring inflammatory disorder that
exerts its impact on a substantial global population. It is a persistent autoimmune condition
characterised by the presence of joint inflammation and pain. Patients diagnosed with RA
frequently encounter episodes characterised by diminished disease activity, wherein their
symptoms manifest in a mild or even non-existent manner. Nevertheless, it is imperative to
acknowledge that these periods may be subject to interruption by flares, wherein individuals
endure an abrupt escalation in discase activity and corresponding symptoms. Flares, in their
devastating nature, possess the capacity to exert a substantial influence on the overall quality
of life experienced by patients.

The primary objective of this study is to distinguish the prognostic indicators that may
be associated with discasc cxacerbations in paticnts diagnosed with RA who demonstrate low
disease activity. The present investigation aims to conduct a comprehensive analysis of data
obtained from a cohort of RA patients cxhibiting low disease activity. Proposingadvanced
machine learning methodologies, our objective is to discem the key factors that serve as
predictors for the occurrence of flares in this particular population. The study will
additionally cxplore the intricatc interplay between these factors and various clinical
outcomes, including but not limited to quality of life and radiographic progression.

The findings from proposed methodology derived from this study will yield
invaluable insights pertaining to the effective management of patients diagnosed with RA
exhibiting low disease activity. Moreover, these findings will serve as a valuable tool for
clinicians, enabling them to accurately identify patients who are susceptible to experiencing

discase flarcs. By virtue of promptly identifying thesc patients and administering suitable
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therapeutic interventions, clinicians have the capacity to avert exacerbations and enhance the

overall quality of life for patients.
Keywords: RA, flares, exacerbations, machine learning, autoimmune, joint inflammation

Introduction:

RA is a chronic autoimmune condition characterized by the presence of joint
inflammation and the accompanying sensation of pain. Inflammatory arthritis (IA) refers to
the joint inflammation that arises due to an immune system that is excessively active.
Typically, this condition exhibits a simultancous impact on numerous joints inside the body,
although it may also manifest in a singular joint. Inflammatory forms of arthritis exhibit a
lower prevalence compared to osteoarthritis (OA), which stands as the most prevalent form of
arthritis.  However, RA is commonly considered a condition that encompasses multiple
diseases [7], each of which is attributed to distinct pathogenic pathways. Hence, it is logical
to anticipate that no singular rhcumatoid arthritis (RA) model would fully replicate all facets
of the human discase. Nonetheless, the diverse animal models available can be employed to
elucidate distinct pathways that contribute to the development of arthritis. Individuals
diagnosed with RA commonly encounter fluctuations in their symptomatology, characterized
by intermittent exacerbations known as flares. Flares, in their unpredictable and debilitating
nature, pose a significant challenge for medical professionals in establishing a universally
accepted standard definition to effectively guide their treatment approaches [2][6]. Prognostic
factors play a crucial role in guiding treatment decisions for rheumatoid arthritis (RA).
Among the various factors considered, those that indicate high disease activity, early presence
of crosions, and autoantibody positivity arc commonly recogniscd as poor prognostic
indicators [1][5). In addition to the aforementioned factors, it is imperative to evaluate other
aspccts such as functional disability, extraarticular discase, and multi-biomarkers [1]. The
primary aim of this research study is to delve into the prognostic indicators associated with
disease exacerbations among patients diagnosed with rheumatoid arthritis (RA) who exhibit
subdued disease activity [1]. Rheumatoid factor (RF) and total immunoglobulin isotypes as
well as serum levels of soluble interleukin-2 receptor (sIL2-2R) were determined by the
Margreet Kloppenburg and et. al, [3] in order to study immunological parameters of the
discasc, whereas patients with rheumatoid arthritis-associated interstitial lung discase (RA-

ILD) or idiopathic pulmonary fibrosis (IPF) could have an unexpected acute exacerbation
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Abstract

The rural sector has long been thought of as one that produces low-quality, low-productivity
commodities. It is frequently predicted that it will disappear as a nation advances. The
acknowledgment that the rural non-farm sector may and frequently does contribute to economic
growth, rural employment, poverty reduction, and a more spatially balanced population distribution
has emerged in recent years as a departure from this position. A rural entrepreneur is a person who
frequently has a wide range of possibilities when deciding which areas of operations to pursue. In
general, a business can be established in any one of the primary (agricultural), secondary (industrial),
or tertiary (service) sectors of the economy. One of the most crucial factors in the economic
development of a nation and its regions is the rural entrepreneur. India has historically been an
agricultural nation. Alongside its traditional sources of income, such as agriculture, traditional
handlooms, and handicrafts like weaving and pottery, rural India's non-agricultural sectors are subtly
growing. The economic contribution of agriculture to India's GDP has been declining over time.
Historically, the non-agricultural rural sector has been viewed as a low-productivity, low-quality
sector. The acknowledgment that the rural non-agricultural sector may, and frequently does, contribute
to economic growth, rural employment, poverty reduction, and a more geographically balanced
population distribution has emerged as a departure from this position. Therefore, lowering the rural
populations' reliance on agriculture as a source of income will contribute to raising their overall
standard of living. The identification of numerous issues relating to rural non-agricultural
entrepreneurship is the main topic of this research. The best ways to solve these issues have also been
considered.

Keywords: Economic development, Non-agricultural rural entrepreneurship, problems of Non-
agricultural.

Introduction

Despite the continuous development of cities all over the world, in 1950, more than 79% of the
population was still living in villages. In India in 1961, 82% of people lived in rural areas, whereas in
1971 the proportion was 80%. Obviously, rural development is very necessary to achieve national
development through economic planning and therefore efforts should be made to understand the
nature of rural problems and solve them. In any nation, the rural society plays a remarkable role. Food
grains and other raw materials are produced in the rural areas and the needs of the cities are met only
through the rural production. Moreover, the rural arcas are also responsible for providing labor to the
industrial businesses in the citics. Most of the nation's natural resources arc avaj i arcas and
most of the population resides there. We know relatively little about the
agricultural sector in the broader development process and it is a poorly
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economy of emerging nations. Due to the industry's extreme variability and insufficient attemior_l at the
theoretical and empirical levels, there is a knowledge gap in this area. Many pcople hold the belief that
rural off-farm employment is a low productivity industry that produces low quality goods and would
eventually disappear as a nation improves and incomes rise. The main justifications for paying
attention to the non-farm sector are its alleged capacity to absorb a growing rural labour force, to limit
rural-urban migration, to contribute to the rise of the national economy, and to support a more fair
distribution of income. Whether non-agricultural activity is more efficient than its urban or agricultural
counterparts at converting resources into output is crucial when evaluating its capacity to contribute to
development. Cities have fueled the growth of industries in India over the last five decades. As a
result, people from rural areas flocked to cities in large numbers in search of work. Urban slums
expanded, and poverty persisted, as did the issue of rural development. Even now, 70% of the
population of the nation still relies on agriculture as their primary source of income. However, the
climate fluctuated and agriculture was dispersed. A criticism is made that agriculture is insufficient.

Therefore, rural entrepreneurship is required in addition to agriculture in order to deliver financial
benefits from agricultural products to the rural areas.

Objective of Study

1. To investigate the economic development functions of rural non-agricultural entrepreneurs.
2. To understand the importance of rural non-agricultural entrepreneurship.

3. To investigate the primary problems confronting rural non-agricultural entrepreneurship in the
Pune District.

4. To propose some of the primary solutions to difficulties in rural entrepreneurship.
Limitations
The study is limited to Ambegaon Taluka, Pune District in Maharashtra only.
The researcher has selected only few non-agricultural Enterprises.
Research Methodology

The research paper is based on both Primary and Secondary Data. Primary data is collected after
visiting the markets of Ambegaon Taluka of Punc district in Maharashtra, India. Interview Schedule
method is used to elicit information from the Entrepreneur who were involved in various small
businesses like oil mills, seeds and fertilizers shop, dairy farm, cement and brick business, wholesale
vegetable and fruits vendors etc. In order to compact the study 50 Entreprencurs were selected on the
basis of Random Sampling Method. Secondary data collected from the Commerce and Management
Books, Journals, Magazines published.

Literature Review

Today’s young generation is more entrepreneurial than the previous one. People are going out on their
own in increasing numbers. Rural entrepreneurship created significant amount of potential in rural
youth. Entreprencurship is not limited to urban areas only, it has created pavement for the rural sectors
as well. Studies around the world have proposed the opinion that small-scale rural non-agricultural
entrepreneurs can establish their business in better way. It has emerged that small-scale entrepreneurs
have long back given up the idea of following traditional methods of doing business. Better alternative
technologies aimed at increasing productivity, diversifying production, reducing risks, and ultimately
increasing profits. Today’s young generation is more entreprencurial then the previous one. People are
/" going out on\their own in increasing numbers. Rural entreprencurship created significant amount of
potential in ruryl youth. Entreprencurship is not limited to urban areas only. it has created pavement
for the rural 'secfors as well. Studies around the world have proposed the opinion that small-scale rural
non-agriculturd}/entrepreneurs can establish their business in better way. In essence, small-scale non-
agricultur_al_’n} 1 entrepreneurs are learning to take calculated risks to develop or create new markets
Jfor their products as they become more market-oriented. It has been proven thus far that innovation is

— ,4“—/
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key to entrepreneurship and that many other crucial resources are required in addition to invention.
Rural businesses have become more imperative to the cconomy. (Banarjee G.D.,2011). Banarjcc
claims that "high degrees of integration lead to greater economic activity, which not only creates jobs
for locals but also helps society as a whole." Small-scale businesses with high growth potential
contribute to rural development. It is also stated that despitc cxceedingly harsh and costly market
circumstances, small-scale firms in India have flourished. It is also argued that small-scale businesses
in India have survived in extremely unfavorable, expensive market conditions. Yet, small enterprises
in rural regions confront several problems, including a lack of qualificd personncl, restricted space
availability, a lack of technology and managerial innovation, as well as, to some extent, remoteness
from urban areas (Keeble, 1993). On the other hand, other authors argue that the issues of operating a
small company are the same regardless of location. The promotion of entrepreneurship in rural areas is
intended to pave the way for the abolition of poverty. Rural business owners, however, are under
informed and have limited access to resources and infrastructure. Rural entrepreneurs have very
limited access to financial, educational, and training resources, which limits their ability to launch new
businesses and achieve commercial success. Entrepreneurs are constrained regarding access to
markets, and they are significantly dependent on middlemen who exploit rural entreprencurs by
making a high profit. Their lower educational and training background has also affected their entry to
business, and it has also affected the acquisition and procurement of raw materials as it pushes them to
procure with a poor quality of raw material. Non-agriculture enterprises require entrepreneurial
abilities to start, expand, and sustain the business. Though non-agricultural enterprises are mostly

microenterprises and informal businesses that require little capital, the skills required maintaining and
marnaging, and build the business are significant.

Importance of Rural Non-Agricultural Sector

In recent years, the non-agricultural sector, particularly in rural areas, has received widespread
recognition for the following reasons:

Check for Unrestricted Migration: A planned strategy of non- agricultural development in rural
areas could stop many rural residents from moving to metropolitan commercial and industrial hubs,

Overcoming the urban-rural divide Rural-urban economic divides: This will inevitably close as
the rural economy diversifies its economic foundation beyond agriculture, which will also have
positive implications on many other facets of human life and ambitions.

Employment Creation: Non- agricultural rural sectors tend to be more labor-absorbing and less

capital-intensive. They may therefore be extremely important to the expansion of employment in rural
areas.

Reducing Inequalities: Rural communities with a large network of non-farm employment
opportunities have significantly less unequal income distribution. Social mobility is aided by the lower
socioeconomic strata of rural communities participating much more actively in non-agricultural
activities,

Role of Rural Entreprencurs in Economic Development on Economic Development:

Entrepreneurs have a talent for analysing, identifying, and scanning their environment for possibilities,
which they then convert into workable business concepts by establishing legitimate firms. By shifting
resources from less productive to more productive uses, they generate wealth. By utilising the nation's
resources effectively and efficiently, they act as catalysts for both economic growth and as forces for
social revolution.
An entrepreneur creates an industry and hires lots of people. In addition to giving the government
money in the form of taxes to operate the entire social system, the society also supports many people's
ability to make a livelihood through economic transactions, cither dircctly orindi

1. Entreprencurship Speeds Up Economic Growth: By develop
entrepreneurs drive the creation of new jobs, which in turn speeds ug
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makes sense to view public policy that encourages entrepreneurship as essential to the advancement .of
the economy. Numerous new opportunitics and occupations arc created by -cntreprcncursl'flp.
Entrepreneurship generates a sizable number of entry-level jobs, which are essential for converting
unskilled individuals into competent ones. Additionally, it creates trained personnel to perform Job§ in
large companies.
The rise in a country's overall employment rate is mostly attributable to the expansion of
entrepreneurship. Thus, entrepreneurship plays a significant role in the creation of new job
opportunities.

2. The creation of jobs: Rural industries give rural residents several job options. Through rur.al
industrialization, the fundamental issues of widespread underemployment and unemployment in
Indian Population can be effectively addressed.

3. Promotes economic growth: Rural industrialization encourages the economic growth of rural
communities. On the one hand, this slows rural-to-urban migration, and on the other, it lessens the
uneven rise of cities and towns the expansion of slums, social unrest, ecological degradation, etc.

4. Foreign exchange earnings: Through the export of their products, rural industries contribute
significantly to the country's increased forcign exchange earnings.

5. Produces goods of the consumer's preference: Rural industries, especially village and cottage
industries, generate goods of the preference and taste of the consumer. Jewelry, saris, and other artistic
objects are made to meet the needs of various consumers based on their preferences in taste, style, and
design.

6. Development of entreprencurship: Entrepreneurship is encouraged in the agricultural area
through rural industries. It promotes the creation and execution of cntreprencurship development in the
rural sector, thereby facilitating the development of rural areas.

Problems faced by Rural Non-agricultural entrepreneurs

The advancement of the economy and subsequent increase in the country's Gross Domestic Product
are both undeniably greatly influenced by entrepreneurs. In their everyday lives and at work, they deal
with a wide range of difficulties. Everyone is aware that owning a business has its drawbacks and that
even successful companies can encounter difficulties. Among the most pressing problems faced by
rural businesses are the following:

1. Financial Problems:

Due to a glaring lack of security and credit in the market, the majority of rural businesses are unable to
secure outside funding. 46 out of the 50 business owners responded, accounting for 929% of the
respondents. They think that bank loan applications take too long and frequently irritate rural company
owners. One of the main issues rural businesses currently face, especially in light of the global
recession, is the lack of available financing, Because it is expensive to o to banks and there are other
obstacles in the way, some nationalized banks have not attempted to reach out to rural consuners.
Since they frequently lack adequate established forms of collateral or tangible assets, poor individuals
are frequently excluded from the regular financial market.

2. Marketing Problems:

a. Competition from big businesses and metropolitan business people is fierce for rural entrepreneurs.
*Due of the high inp\n prices, they have expensive manufacturing expenses. Regulations and the
pressure from large scale units on competition, according to nearly 76% of respondents, or 38 persons,
Aire major prob!cnﬁ for marketers. Entreprencurs lament how hard it is to establish standards and then
uphold them.
‘b, Middlemen: Middlemen take advantage of rural business owners. The vast majority of the study's
entreprencur rcs'p? dents note that they rely extensively on intermediaries to sell their goods, which

;ause them unnegéssary hassle and take a sizable portion of the profit as commission. According to 34

Vol.533, No.01 January-June 2023 46

) 61

-



NVESAK
;\SlSI‘\‘ 5371;-4568 UGC Care Group-1 Journals

out of 50 respondents (68%), middlemen cause problems for their firm. Other n}quccl[ng i1ssues in
remote locations include inadequate storage and transportation options. In communitics, farmers ?ﬂcn
store their food in open spaces, clay buckets, sacks, etc. Hence, these native and conventional
techniques of storage are unable to shield the crop from moisture and other threats. Unfortunately,
agricultural products are neither standardized nor rated.

3. Lack of familiarity with information technology: In general, information technology is not
particularly prevalent in rural regions. Entrepreneurs depend on IT facilities because of the lockout
and other unfriendly circumstances. The enterprises of entrepreneurs are being hampered by
inadequate intemnet capabilities and an absence of technological understanding. 76% of the

respondents, or 38 people, stated they lacked the technical and IT skills necessary to execute their
jobs.

4. Dearth of technical knowledge: Technical ignorance is a significant barrier for rural businesses. A
barrier to the growth of rural entrepreneurship is the absence of the necessary training facilities for

managing a small firm and other extended services. of 50 people surveyed, 25%, or 50%, indicated
they had no formal education.

5. Workers with low skill levels: Most rural businesses struggle to locate staff with high skill levels.
The workers' dropout rate is also significant in this situation. Workers need to receive on-the-job
training, and it has to be delivered in a language they can readily grasp.

6. Procurement of Raw Materials: One of the most challenging jobs for a rural entrepreneur is

sourcing raw materials. A total of 36 respondents, or 75% of the total, expressed concern that they
would get subpar raw materials and run into storage and warchousing issues.

7. Traditional Families are a Problem: Traditional and strict houscholds forbid the younger
generation from engaging in novel businesses or endeavors. OFf 50 respondents, 45 (or 90%) said that
traditional families are against women entreprencurs starting businesses because it goes against their
values and traditions. 8. Policy Challenges: 80% of the respondents. who m
that the atmosphere is not favored by government policics for new
owners do not receive a sizable quantity of government subsidies
agencies. The working young entrepreneurs find this annoying.

ake up the majority, assert
centreprencurs. Rural business
or freebies from the relevant

a). Political and structural problems: Before establishing the business, entrepreneurs clear the
government complicated like business license, pollution and clearance etc. Due to low level of
education rural entrepreneurs may not complete this process fastly.

Suggestions

There various governmental and non-governmental institutions are tak
difficulties faced by the rural non-agricultural entrepreneurs. Solutions r
products, distribution channels to the rural entrepreneurs, packaging and |

some issues relating to marketing issues. To promote rural entrepreneurs to
policies could be implemented:

ing efforts to sole the
clating to pricing of the
abeling, advertising are all
create firms, the following

1. Making availability of loans at low interest rates:

financing with flexible repayment periods and low interest r
be avoided when financing rural business owners.

Rural businesses should have access to
ates. Moreover, lengthy procedures should

2. Facilitating Finance Cells: Banks and finan

cial institutions must establish special finance cells to
provide simple financing to rural entrepreneurs,

3. Creation of marketing cooperatives: It is important to support and motivate rural entrepreneurs
}vho ant to create marketing cooperatives. Cooperatives may undoubted] fboth procuring
Inputs at cheap rates and helping to sell their goods at acceptable costs.
benefit from business by cutting out intermediaries. Joint production and
edge modern infrastructure should also be built to support rural enterpri:

} ctiqpbubiNwy cutting-
ﬂffdsii[if,sl"o Usf training
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infrastructure, high-quality instruction, the expansion of marketing cooperatives, and the creation of
unique financial institutions may all help rural companics in India thrive. Governmental and non-
govemmental organizations should both play a significant role. Ensuring an adequate supply of rare
raw materials for rural business owners should be a top priority. In addition to subsidies, it must be
possible to give prices that arc both reasonable and competitive for the goods produced by rural
businesses.

4. Supplying top-notch facilities: Training is essential for the development of enterprise. Rural
entrepreneurs can effectively establish their business because proper training equips them with the
required skills. The Prime Ministers rozgar yojna (PMRY), Rotary Clubs, Lion Clubs, and other
nonprofit organisations that can also organised these development programs for rural entrepreneurs to
give them proper assistance and motivational counseling are currently providing such training
facilities to economically weaker entrepreneurs.  Because they combine motivational and
familiarization processes with the potential of different credit facilities and support through escort
services, individual-based EDI approaches are highly relevant for the development of
entrepreneurship. They may be used to persuade rural youth with the necessary fundamental skills and
hands-on future technologics to launch small businesscs in their area.

Conclusion

Increasing accessibility to the community and closing gaps in specific areas, such as providing
industry experts as mentors, setting up incubation centers, and holding ideation workshops,
hackathons, and other events in non-metro cities to foster innovation and entrepreneurial mindsets, are
all ways to fundamentally promote rural entrepreneurship. While the Indian government is very
important, NGOs and other civil society organisations play a significant role in institutionalizing
support systems. Rural businesses are essential to the development of our nation, but they face several
obstacles, including limited access to financing and inadequate infrastructure. Even though the
government has taken action to address the problems, more concerted efforts are required. With the
appropriate assistance, access to training, and funding,

References

I. Chaudhary Garima, : A Study on Marketing Aspect of Medium and Small Enterprises,
International Journal of Emerging Research in Management &Technology ISSN: 2278-9359
(Volume-3, Issue-10)

2. Economist. (2009). Reforming through the Tough Times, September 12, pp. 71.

3. Goel, A, Vohra, N., Zhang, L., & Arora, B. (2007). Attitudes of the Youth Towards
Entrepreneurs and Entrepreneurship: A Cross-Cultural Comparison of India and China. Journal of
Asia Entrepreneurship and Sustainability, 3(1), pp. 1-35

4. Gupta, V. (2009). Cross-Cultural Similarities and Differences in Characteristics Attributed to
Entrepreneurs: A Three-Nation Study. Journal of Leadership & Organizational Studies, 15(3), pp.
304-318.

5. Kotler, P., Kevin, K., Koshy, A., & Jha, M. (201 1). Marketing Management (13th cd.). New
Delhi: Pearson Publications.

6. Kshetri, N. (2011). The Indian Environment for Entreprencurship and Small Business
Development. Studia Negotia, 56(4), pp. 35-52. 7. R.S.Kanchana*, J.V.Divya and A.Ansalna
eegom, Challgnges faced by new entrepreneurs, ISSN: 2347-3215 Volume 1 Number 3 (2013)

7~ Pp.
71-78 8.\En; prencurship: Problems and Challenges Faced Ajay Nayar, Vasanth Kiran.

6y’

N

by



?D SARDAR PATEL INSTITUTE OF
ig \.. ECONOMIC AND SOCIAL RESEARCH

anvesak

A bi-annual journal

CERTIFICATE OF PUBLICATION

O

This is to certify that the paper entitled

¢ RURAL NON-AGRICULTURAL
ENTREPRENEURSHIP: CONSTRAINTS
AND OPPORTUNITIES

Authored by

Dr. Sheetal Waghmare
“. vol.?3 .01
in
H Anvesak A bi-annuai Journal

(UGC Care Group -1
ISSN: 0378-4568

January-june 2023
Impact Factor: 6.20




5‘15:‘:{i?4 SARDAR PATEL INSTITUTE OF
[m-f?:;\\:;‘; ECONOMIC AND SOCIAL RESEARCH

anvesak

A bi-annual journal

CERTIFICATE OF PUBLICATION

[P

" This is to certify that the paper entitled

RURAL NON-AGRICULTURAL
ENTREPRENEURSHIP: CONSTRAINTS
AND OPPORTUNITIES

Authored by

Dr. Shital Mantri

vol.?3  No.%
in

Anvesak A bi-annual Journal
UGC Care Group -1

ISSN: 0378-4568
January-June 2023

Impact Factor: 6.20




\ 2‘ SARDAR PATEL INSTITUTE OF
g\ ECONOMIC AND SOCIAL RESEARCH

anvesak

A bi-annual journal

CERTIFICATE OF PUBLICATION

This is to certify that the paper entitled

RURAL NON-AGRICULTURAL
ENTREPRENEURSHIP: CONSTRAINTS
AND OPPORTUNITIES

Authored by

Ms.Vaishali Kale

vol.”®  No.0!

in

Anvesak A bi-annual Journal
UGC Care Group - 1

ISSN: 0378-4568
January-June 2023

Impact Factor: 6.20

30



A

» ' A el B e § £t ‘ 4 i 4
el el h . BNl SO o L NI s S e e RSN L WAL IR

. ANVES AW : GO Care Graup I"""'"ah' 3 .
# 1SN 03784308 ARKETING OF
ISSUES AND possiLIT l\\l‘»(lmI i3
\GRICUE ] it i{\l‘(()\l
l'mm L Jodlis
| Arts, ( P AL A & Scence. "wmlln.,, I-UM

[ ]

nl( uill ac it

l) Ghabhngi Auti
c Aafueady b, Hadapsar, Pune

Assistant Professor, Vishwakan

\umul‘.:li Al

b

Prodosso, -

e s B

RIS - 4

\batract ;r ;

H ",”“mgw\ of rural marketing v Indis, The rural N..rE.-;
”nu divicions, Rural markets lave grown in vnpory ’ﬁc"‘:
ignificant merease v rural prople s purlmﬁ.,v

uul! every marketing player .t.mh;(.m,. i

¥

[he study discusses the challenges and U

the Brdian cconomy s divided mto nm I;,
anston hag "Lsn“LJ st

.u“hur-m‘- Asar
and l.ll"k o ths hppnﬂm,mc\ in rural mer

aceessing xuml markets. This study advancs
Il as the existing rural marketing c:,:(),\st =

M
x

\‘ Sty can, i coononie C\p
pawer. and miral people’s preferences
in taral arcas, Though there are mnmmlh DNL‘H!I al
there are several 1ssues that have ux'.md barrices 0
ayploraton ol numerous rural nmrkuun*' 'ﬂmlu“‘lt'* as we 5=
Luchfighting major difficalties and sugge suons linked to rural marketing.

areas, rural marketung potentials i

&
3‘.
|
®
“
4

Keyvword: Rural marketing, marketing |isqc$ in rural
[Intreduction: ’ : &
\ancultural matketing 1s broadly the h mae or bartering of agriculural produce. To lorm m 3
enchanges possible vanous processes v|/ processing, slorz2e, ransportation,  grading, ler:::,m}‘ ;
pricing, advertising, wholesale and retailsale ete are included. From the purpose of view of the go 20
“the function of Agncalture \l.nkcuu".h o link the assembly of agricultural commaodities wigy S
sustinable supply and trade that's Lumupu.nll\ beneticial. At the zovernment ¢ level the ym'rrmwi‘
can provide services 10 the farmers by ! five matketng intelligence. teo the market yalwe e{“
acriculieral products and a system et builds barmiers in terus of caltis agion. - Gos o Pm,.n:\ :
encourage fammers by creating policies td mike different options regarding supply chain,. Farmens :_. 
cmpluwl farm scewr inputs like locat \cnj\ and fanmvard manure within the past. These i mputn\ 1 N 2
cistly accessible 10 them; farmery' lll.ll]u.l purchases ot ¢ crop Illp\ll\ were lm\ f‘-lﬂll mpuL\i
fmproved seeds, feribizers, insecticides angd pesticides, farm m.u.lnnu\, implements. and h
are ancreasingly important within the !"O}Ilulmn of Larm products in recent years The new’ tammi

technology responds to input. Product «Illd mput aheting must be included v ithin lha sa‘rd‘ o

4

b

aericultural marketing. g | .
& L = 4
Objective of Study” - 3 9 ‘ o

'1
Objective of Study Rural markets ofler llﬂit.lh/ul l‘(llL‘lllml as'a Component of ahy SRt : bt“
challenges contront the search (o llmmh ghly explore yural markets  The concept of J"“"““‘"%
marhets 0 [ndha, wlso as i several othep Countries Tike China, reminns growng, and lhcrctmu‘m
ector presents variety of issues, ""—'U(hm understonding the dynamics of tural mar\‘t‘b ﬂﬂl
Jdeveloping methods (o provide and \.\usl)’tm.ll consumers. : - 4

Rescarch methodology

k

vl

Tl cphndiig S iy F"'“ idle ‘KJLLIM undu\t.mdm" ol the tun. u-m
econonuc development. The study also munm 0 nveslig <

the cunent comtext: The descriptive reseanth ppreas
. 319

based on the utlisation of secondary \OLUW

puhhculmm government publications, dllftlc

of: mc.d\malki ‘"‘ u
e the issues umlfuntma Al ﬂl ld\

s otifised in s um o thits cm
s oof data dequired from! ;b\‘“k\ J‘,um“l,“
A ncu\mmh and websies ~.1-NIH‘IL, !‘llm‘g")

\Ded

Rural marketing cunccpt

5 ’
o ..i.-m. FEAAC Rhal W< ol T o s

Vol &L, N 0.0|Junlur_\-lun¢.?uzj 33

[FORrT NP ——

* « ¢
[FT RE E



" b o f 20 20 B

'\\*}\N 703

=84 000 ;
:\.\,03 ¢ ) ] VUC Care Grouget Janseald
At 1 ﬂl\ Indhion OOy Iy Can l‘t‘ ﬂ\“’ ‘.‘l N

ﬂi AR an(- 1 nled 1t bwi Cane AT ST f
¢ ] Ohsun 1 i
R‘- ,d,_\p:u 5 far vons ; 1o x;.n.l!! NI hx.h iy l-u m.nl inrnd i x.!n.w.i- weros The sanculmral
wmath et witteh e iude ey oy \ud‘ n i ieice
f‘l\‘r}‘- who behiere il m “‘“l““' 1 h\f‘ ""j"l' TSR (T |\ shayl 3 il i et p !
MMALL S5 api e Vi Ny ‘:';J,
‘ph‘”n‘ naake this error Ruyal ny uhtmq mlilwm( w b CO oy il s frisintad ; j
s a8 o 3 ) Ao i ‘
.1.'.11 (W ...of\ﬂu Yl divas hlldl AN \\.\lt f(wim\l \il‘l‘ulll {‘("\]UC 15 sy 1y auifrenvg oo ol |
.“-pm\\\?*“‘ marketed trom rurat 1o urban .ucti % i 4 kL ER g 1
-l Marke p '5 = IBE ;
k Dtﬁ““‘""‘ of Rural Marketing: i ¢ L j i
§ gt nee { of ¢ 1 &3 |
l{.n. YT 1 the oo | SUSTOIOTS m\l pn‘L I\Lﬂ g«l VO s, l);n,uhn& P s 1 L f&,,( iy
ﬁ}' !r r.c\“ \‘n eyt U]“!“ . ‘ll\ ‘\I“ P}UL,L u\; ' g

\; sy \h.m\ o tehiver sour ph-m,l‘vrr- oo ihe
gﬂlkﬂ “hk" A\ llLlC. dﬂd h\\\\ CONSUHM S "\dl'll'll, ? &
b ? ~} i

-n‘e]'QUm\m;_ are the characteristies uhm,l[ mm ),m 2 e s

4

&
2

P

uw, goriculture 1s both the fiest and pmmr} ZleLu 0! nconie, and -this feve 1ae s v..J:cai 1 %
13" hie hwﬂuu it 1s based on crop vields. 5

0
g e’ Th-«. nural market. dC\l‘ilC s size, s dl\gm'\ | u-Lugmpl‘u -‘“} 4

-

-
Ll Bk s e il e M

v Disparitics m rehgion, culture, und memm status are evident,

L {4,"

- The marketisn't too developad bee: S, lhvh»\ .1I~. h we ehough mongy 1o buy fhgs

i
! |
]
v exhibits sharper and diverse n.uom! p;elcr‘.ncu with distinet foreeasts, habit: -nnc:m, .:r.d |
hm.\\luml features. £ 4 i 1
, 3 . _-;:»,'5'.“:- PR el
Y T]u:w: markets have thewr ogentation gn .11:r:cu§tum, with o poor standard of fivin2, 1aw pee oy
) .1pll.illh0mc'. and backwitrdness. .,ﬁf £/ 11 - W i
& ¥
~, B
1hc overall rural dey dupuunl pm.us !L.g Is 10;the rural marketing process. T @ core of the |
|
: : rul"ﬂ marketing process is the ince pnon ‘"1" mhmnmnuun ol wu.d dnd u\,uuutmc uh.mcm m‘ ; |
f .+ the rural sector P | : i
5'_7\.1 i i \ iy \; e RIS
luuts faced by Rural Markel i f ) » Rl
e |
| Various ub\mdn prevent the miral matket lmm dc\'cluplm When marketing to wral areas, matketerss |
;onfmnl a vartety of issues including pll}\lt.\ﬁi dlilnhulmn logistics, a lack of a proper and nﬂmuf i .
}chs stall. and a lock of an ¢llective m.uk\.ung \.unnnmmmmn system. , i ; |
. X 2 s
Thﬂollumm, are the main issuces that ruml m.u l.cls fnce: ; il s L3 i
B o ‘ Q % . 4 1 HatH
L & Numcrous Middiemen M IREE : Y
s 18 . £k
AUI\U!!UN' marheting 18 constdered as 1i T\nlph,\ PIOCess - that wnolves @ Lug.\ numb \s(‘ i
5 A
inlmnodmnc-. managing a wide rwnge of ugr cliucal goods that are distinguwsshed by seasonaline - 1
bulkiness, hizhly. perishable, and so on «'llu predominance of these middlemen varies with AN
‘commaodities and product marketing channels; 1 He producer’s portion ol ﬂ“‘ vonswee's bur llhmk\:‘] )
‘i« lnm'md as a consequence of the inv oly \,nu_nli\lt\\\\'l al middlemen, i 383
‘. ‘ &1 o 0; ')f
3 N ‘sm.lll and Scattered Holding ;‘! ' i , S ID'ND D

DJC to the sl and dispersed swee of the ni.n' aliwtal !uildmpf" dfePuPh s |‘( )
} ‘,F‘llltl:a‘»lc surplus produced 1Uis not an casy | wh orginizing how! R ‘!» afucts S b} J\\x'mblui i\K
thxcmam.arkmnb Moreover thepe are "‘“‘“* I‘“““"‘ ol p‘muu\{ '“\P“’\_u ”,‘:\"
pmbhnh in pocing. i Vymering

A e T

L AT I e g e g

AL (o kb AR




- S e — " o e e 1
T | '
i i |
b

. f 4
{ ' v
B ] (YA ok
; ANV AR ‘ ' LT Yy
. 2 ' "y Sk §
TS SR ARR B ' Coaree procedues ) Thy

: [ e g v e e I ALAES, (RSN the o) s gy " | '
| i . e Wi =4~ "8 R R LRSI ROV] HSEN Tl L1 ¥ b

| oWe o : e narchodse Pyl st bt ot | ety ’“”“'t A L'“‘s,i
L dorg the pHoiuee s 1A tor s e TIURAS ||l|l|“!“\ detivercd (o thy lredy ““"'-'fq‘b

1 EETL Wiy U e i

nardhous T e Wi laahen fam. te depastion must provide 41 (. j "ihw'tﬁ’
e Wothe aopliabon e : Mg iy |
packaocd Ml In e a9l L N TRUIAE e stored the COMIG, Wl E o]

. e ;
Lniing 'i‘ Lo 5 ll':' f i 5
el Lechipdeat expests Larothec comumejy .. M i ftq M.’!‘«,

Qi UK

I Ul aerohed by TRHLS “| i '
I Wi I‘\ '.'J‘I\\' Lot “\'.‘ g 4 . ] { & ) Yot ‘I'”c o] ¥ e
| \ "’-]’ iy e TR hle, .H‘It' "'L‘ “"d'h l“‘“lllll_,h kst "'1" A “l'l I“ L“".",Ul ,',! inyy H‘,"‘. %
S ' "1 e, thelt ni! et siphes, and alameest fﬁ‘l\"r n {

[ 1 i\, yils ¢ i i

. ) -
POTCOTA G ¢
3

5 vdmimisteation of the Sales |.‘,]_; g
i, preblems e § det Tore praagenment, the COMPINY (g ¢

- I onder W adbi : | ' e . -
i S5 . &, . : , “agw \ HY FYRy
| whaa emplovin g ad selecting "*"‘-"l"g‘!,,_l‘ ey the qualities they weed ity i the, nr! i
; LT e wile (0 Gty When waorkig “ “h I“l,"l“.‘h“'l'lcl\' these N'I‘Cl‘l".“l‘l'\' naed 1, *; " f':.j‘y !
aolks Sndell Rt et . '1‘“_'_ iy “‘ :
| Meent 1 the revtonal o1 local tongue. | P etieng 4
‘ ~ [ R )
Manazing such a lasge and di-uibumii:,s.glc.uI.\t;}l'l. overseeiny their sales calls, helpip.. thetnh wh %y
" peovorl am] profosienal concems, and mowvating them w achieyve bewer resuls ng;‘"hﬁ’j ¢
: kE ool s = " g
» exertie and Bord foe the sales manage Theretore, pesons who work i g ACCas Sheu be 8
p - B ' Mo o 5 LU jor §
C0 et desiee osast the communityand ikl ties wath s residents ; f' hngy 5
Information on the Market 0 L+ R
© As el we Bave publications Tibe ngw spapers, price bulletins, gov ernmen aEeNCyY reperts & ‘
< olte padet mtorasuon 104 programme lor analysis and interpretaton or lll-lrkl:'l d\'la “'_t?_":_*l‘
4 (] . <5 ) . - . -
P Aavakable i wouid nzke this m!ummn?n comstderably moge helptul The fmers cun & B Mk

y JL‘:‘ukof i E
raw dacy thanks tooa professional mtempetinon, wlich undoub Ty lenili o o
I Plelatin, hundoubtediy yields SEmtieant informaggn

Saggestions for Effective Rur:ll".\‘lurkct |

r- :
output and promote u produ i B
lerences, product impressions. o
needs to e mproved, aod mene

T

. ‘ L @ .

The sudy of coasumer demand by a busines i onder W incrense
Wt o as market research It loguses o donamer demands, pre
e e 4 i e & ¥, . :
accesshilny, marketng elfectn eness, cley The martheting system

5

s dwarchimust be e top amportance

Sugaestion

e e A
A g R A D

at

There should be better marketing infomfon system development in lodia e
. bt . E |8

P T i 3 8

, ,-.‘- s
B e e s B Sot L S

The Retnl secror ne T . o
ilsecne should grow as I’C"ﬂ'; Squirements of Agricultural Marketing Yo
Govermment should dey e i T % . y i -
S uld develop unique magkieting oyt - . R i ]
RS o ! ll %3 gnb sttategies for agricultural sector in India 4 8 |8
. cnfiance s Kdvle verl v L
e s arketny mformation SIS g .

T]l\’ el mdoan wl
should expand g ‘
. s b , v Labeordang ey y .
l,ht v arnment 51u-u|dtn‘alc tlzsll'nwl'l\é I kel ¥ “I!h “lt. Needs of J;“\"I“"Jl' “_, 3
. - '!"J t\“",g Plilﬂi |_Ul' lll(hﬂ'.\ .Igli&'ll“lll.l] uulw-“)-

.y, Y =
~ Conclurion

1

K

I Indis aglicul : 4 l
o turad marketing j P "SR
dvantaze for fndia, The m:ifu:"s ‘:p':: Wing quickly, T Y epresent a speviol dred oF &
. Ny} .. ‘o y
0y would steadily prow - i agnculiel=wy 1g Wl

LAMPI o iy, gagig :
. p coaznculiurg a .
7’\‘“'“““"“!- ayticy A ) m'"l"”'!‘i 1> hccmning more prevales r,’/ﬂ-?xho"-,:ﬁ-lﬂg‘; “i‘p
.‘1;\31 eat v alue o this /',c‘;" o 4,} i
. { ‘

bural Marketing |
-~ 4 ey ol N
§ie Ly e &
e Dogrin I, Ghuman K, Rogy!

¥

i
: References

SV
_',".’.'fi“‘n? ¢
’lel‘nups_‘« 7,

S
bl

U Dots Bl i ot w2, ]
e 2osn B Ghuman K kg
L P, Tais MoGraw 10 o

} b
f
R byl

Logaly
cGraw- f1i)1:20
i et g e ¥

‘]‘:@.".(‘ PR

75



r
J "
G

g " % 4
&5 !
| i :tg 4 VG Cure € him'p.—l jamﬂf
Siddigue. B Siddigee. " Ruts fictingg i badiar Stodeies o

1 vk _z":-x‘ joreed
f.g‘, P’L.‘.N*"*ﬁ kﬁ!’"ﬂ" M. % SHEAY hijm; Rmal ;ﬂm ; ﬁp;u;ﬂt,n‘l &

'. %

‘

o e R

» B T, Macmidilan
hl vt LRk BN gQ""’), ;.vhui ﬂuﬂl’!}ﬂ'l P’"Niux.ls, “'j‘ “!:m"”' }J . ".:,

o *n_t-" g-’l‘!.i.a,\.. |u:“¥’\ lﬂ[u p.“‘t‘

"‘E'Wu"” 2 - 3% 18 PE -
et Rl KoL SR Nl Iﬁ(mm&m{ Tmlﬁh cdmwn Pmmx c Ha

nm?dklﬁ‘:f& s chaprers 122 : - A e ; "

v' % N l‘ %
p b ‘axm aidis iy i
Ao ﬁﬂh"mn hg wcw Hipedicoiy i
. Vi I
‘ e
. { ; :
,. ‘ B
i s i
Yol :
b4 v ‘ 4 % P g : i
R R D !
o > by
i
) -, i
N pé * ¥ ) ; $
s 0 i
i . : ‘ “ ; _
A ‘ {
, g A
; Y t
L P !
AR | !
1' Fle )
" % a " ; K. l
i g & b
q | 3 {
Y ]
y 8 s 3
¥ : , s :
gt
4 : i |
j ! :
;4,, A : ‘.“) A * . !
'3"‘ y i
a;‘ i ¢
bl . H
:
W ; pli
“' < -
» ¥
i ; |
ER ‘ e ¥
Vi 5 i
S X BRI e ik
] i . 8
ung 2000 ik .
R AP g
B b g

! :': A oned pyd T
ru:‘“eh*“ fn km i iﬁmhtulﬂh..\. ClmlL -3 -“: x! B

' ~ = denran f'l*ﬂlit‘-é-;
R end URLY N ’Uﬁ‘ Marketlon #1 g@fcu!amﬂ Prudu.,ts "um’ l‘.d.zmn., RIROC e

1%



wegmEeTTRm AR E LA S
s

G
i LG Soerety's £RE M
N i I A NEERSTISRAY O ”! {’f j LTS R %
et ) ABEDR INARIUAR SENIDR dé};!.{_i; pUIE
{ t‘““é SV ] OF ARTS, SOITHCE & COMMERCE (AUTOHOROUS), PUILE
Ao\ 3 puia ried b NMAAC A Grede)
\::?’:'i‘?i"' (Amtatd 1o Savitnbar Faats Peas Univarsity & Accraditod by NAAC

TI00-0 KU Hideyatulinh Rowd, Azam Canpus, Camp, Punz - 0] (Maharashire, ndis) -'ij' (e
National Conference on .

o et =g i p S } AT S g:p i ig
BEOPOLITIGAL DEVELGPHIENTS AND BLOBAL g,fﬂ‘f:{jf‘: ic
THANSFORMATIONS 1IHDIN'S ADAPTATIONAND

RESILIEMCE 1N THE CHANGING WORLD

27 & 28" February 2023

Certificate

This is to certify tha! Prof/Dr/Me/Ms/Mrs. PQQW GQ{'[‘-"V‘Q :

Jroms N Co'fﬁea,:.sé (o i S I e 00 T

has participated & presented a research peper tit!edngM. = a.u.ﬂ( J? O&{Mbu

o maskaling o) wprisalbivadcommiodibie
‘ % %
dﬂ - w«%:‘/,’/ @\;_U\' {ZJ z-c't;é

s Anisa AL Khan Dr. Varzana V, Shalkh Praf. ML (G Mully Prof. Shaila Bootasla
HOD, Banang & Fuowse, HOD. Busiess Admmiamaton, Do Facehy ot Com & M P imal,

Contorence Co-ordinator Conference Ua-ondinator Conlzrencs Char

Contersive Usniyvenog

g : -5 -,‘_..: S L LRy S rery
Rl d shi: o AL g

REATES Tom st G
bl SR lah RGN ey




7/i SARDAR PATEL INSTITUTE OF

qig *~ ECONOMIC AND SOCIAL RESEARCH

anvesak

A bi-annual journal

ﬁ CERTIFICATE OF PUBLICATION

i This is to certify that the paper entitled

?’ ISSUES AND POSSIBILITIES IN MARKETING OF
AGRICULTURAL COMMODITIES

Authored by

Poonam Jadhav, Dr. Shubhangi Auti

vol.53  No.o1
in

Anvesak A bi-annual Journal
UGC Care Group - 1

ISSN: 0378-4563
January-june 2023

Impact Factor: 6.20

18




